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Abstract

This work is concerned with the numerical solution of variational
problems in elastoplasticity. Since the whole class of all possible elasto-
plastic problems is too large for a common treatment, we restrict our-
selves to the investigation of problems which are quasi-static, and
where strain and displacement are related linearly. Further, the ho-
mogeneous and isotropic material should obey the Prandtl-Reuß flow
and a linear hardening principle. After an implicit Euler discretization
in time, it is possible to derive a one-time step minimization problem,
which can be solved by a Newton-like method.

Each iteration step represents a linear boundary value problem,
which has to be discretized in space and approximately solved on the
computer. Due to regularity reasons, the application of a Finite Ele-
ment Method (FEM) of low and high order (hp-FEM) looks promising.
Roughly speaking, low order FEM is used in regions of the domain
where the solution is expected to have low regularity (plastic zones),
while the use of high order FEM speeds up the convergence of the ap-
proximate solution in regions where the solution has high regularity
(elastic zones).

We discuss a several different hp-adaptive Strategies, particularly
a technique is applied, where the regularity of the solution is esti-
mated by analyzing the expansion of the Finite Element solution with
respect to an L2-orthogonal polynomial basis. Also the application of
a Boundary Concentrated FEM to elastoplastic problems is discussed
and numerically tested.

∗Doctoral Program ’Computational Mathematics’ (W1214), supported by the Austrian
Science Fund ’Fonds zur Förderung der wissenschaftlichen Forschung (FWF)’ under the
grant W1214, the Federal State of Upper Austria, and the Johannes Kepler University
Linz, at the Johannes Kepler University Linz, Altenbergerstrasse 69, A-4040 Linz; email:
peter.gruber@numa.uni-linz.ac.at
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1 Introduction

In this article we discuss the application of High Order Finite Element Meth-
ods (hp-FEM) to elastoplastic problems with linear hardening. We consider
elastoplastic problems, modelled by a quasi-static balance equation, a lin-
earized strain field, homogeneous and isotropic constitutive laws, and the
Prandtl-Reuß flow rule. Moreover, we assume elastoplasticity with linear
isotropic hardening. Several computation techniques for solving the elasto-
plastic problem with other kinds of hardening can be found in [37, 13, 46,
4, 35, 34], whereas problems without hardening, i. e. perfect Prandtl Reuß
plasticity, are discussed in [48, 49, 47].

By multiplying the balance equation and the flow rule with test functions
and integrating over the domain, a time-dependent variational inequality is
obtained. The unique solvability of this inequality in proper Sobolev spaces
was shown in [31] utilizing results for general variation inequalities [22]. After
an implicit Euler time discretization we end up with one variational inequality
per time step.

Such variational inequality can be equivalently formulated [25] as a mini-
mization problem with respect to the displacement and the stress fields, called
the elastoplastic one time step minimization problem in dual formulation,

J(u, σ) → min .

After discretizing in space, the problem can be solved on the computer by
the return mapping algorithm [46], which is well-known in the field of elas-
toplasticity. Another option is to formulate the variational inequality as a
minimization problem with respect to the displacement and the plastic strain
fields, called the elastoplastic one time step minimization problem in primal
formulation [15],

J(u, p) → min .

Numerical algorithms to solve such a problem are discussed, e. g., in [14, 4].
Utilizing the primal formulation, the problem can be reformulated as a

minimization problem
J(u) → min ,

with a functional J depending only on the displacement field [26]. The
corresponding minimization functional is strictly convex and continuously
Fréchet differentiable with an explicitly known derivative D J . Finding the
solution to the elastoplastic problem means, to find the displacement field,
for which the derivative of the functional vanishes, i. e.

D J(u) = 0 .
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Since the functional J is not quadratic, i. e., the derivative D J is non-
linear, the problem has to be solved iteratively. A steepest descent method
could be applied, but this method converges only linearly, and we can do bet-
ter. As discussed in [26], a slant Newton method can be applied, which, after
a spatial Finite Element Galerkin discretization, converges super-linearly to
the discrete solution. The chosen spatial discretization results in one linear
system per slant Newton step, which has to be solved on the computer. At
this point the question arises, which spatial discretization should be chosen.

In [10, 36] it is shown, that the solution to the elastoplastic problem
with linear hardening is twice weakly differentiable everywhere apart from
the boundary, and even analytic in open balls of the domain, where the
plastic strain vanishes. This motivates the use of hp-FEM for elastoplastic
problems with linear hardening. The term hp-FEM stands for the mixed use
of low order Finite Element Methods (h-FEM) and high order Finite Element
Methods (p-FEM). In h-FEM the accuracy of the approximate solution is
increased by decreasing the mesh size h, while the polynomial degree p of
the shape functions is kept constant. Conversely, in p-FEM the mesh size is
constant, and the polynomial degree p of the shape functions is increased in
order to obtain a better approximation. The combination of both is called hp-
FEM. One chooses adaptively for each element, whether to refine it in h-FEM
manner, or to increase the polynomial degree of the local shape functions in
p-FEM manner.

For certain problems (apart from elastoplasticity), a proper adaptive
strategy in hp-FEM leads to exponential convergence [5] of the Finite El-
ement solution, versus the polynomial convergence in h- and p-FEM. The
key idea is to locally apply h-FEM where the solution has low regularity, and
to use p-FEM where the solution is smooth.

Some adaptive strategies for hp-FEM applied to the Poisson problem are
discussed in [23], under the assumption, that the mesh consists of only tri-
angles (in 2D) or tetrahedrons (in 3D). For the 2D case, we transfer these
results and strategies from scalar to vector valued boundary value problems,
such as we have to solve at every slant Newton step of the elastoplastic solver,
as presented in Section 2. Moreover, the application of a Zone Concentrated
Finite Element Method (ZC-FEM), closely related to the Boundary Con-
centrated Finite Element Method (BC-FEM) [33], to elastoplasticity is also
discussed in this work. Finally, numerical examples show the success of the
several adaptive strategies.
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2 Mathematical Modeling

The mathematical modeling of elastoplastic problems has a long history, and
many approaches have been proposed in order to model how materials react
under the influence of inner and outer forces. A wide overview on this topic
is given in the monographs [27, 46, 2]. We will briefly introduce one of many
possible classical formulations, and then turn to the weak formulation and
time discretization. On basis of the so called primal weak formulation, we
will derive a minimization problem regarding the displacement, which can be
solved by a Newton-like method.

2.1 Classical Formulation

Let Θ := (0, T ) be a time interval, and let Ω be a bounded Lipschitz domain
in the space R

3. The equilibrium of forces in the quasi-static case reads

− div(σ(x, t)) = f(x, t) for (x, t) ∈ Ω × Θ , (1)

where σ(x, t) ∈ R
3×3 is called Cauchy’s stress tensor and f(x, t) ∈ R

3 is
called the volume force acting at the material point x ∈ Ω at the time t ∈ Θ.
Let u(x, t) ∈ R3 be the displacement of the body, and let

ε(u) :=
1

2

(
∇u+ (∇u)T

)
(2)

denote the linearized Green-St. Venant strain tensor. The strain ε is split
additively into an elastic part e and a plastic part p, that is,

ε = e+ p . (3)

The stress-strain relation is given by Hook’s law

σ = Ce, (4)

where the fourth-order elasticity tensor C ∈ R
3×3×3×3 is defined by Cijkl :=

λδijδkl +µ(δikδjl +δilδjk). Here, λ > 0 and µ > 0 denote the Lamé constants,
and δij is the Kronecker-symbol.

Let the boundary Γ := ∂Ω be split into a Dirichlet-part ΓD and a
Neumann-part ΓN , which satisfy ΓD ∪ ΓN = Γ and ΓD ∩ ΓN = ∅. We
assume the boundary conditions

u = uD on ΓD , (5)

σ n = g on ΓN , (6)
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where n(x, t) is the exterior unit normal, uD(x, t) ∈ R3 denotes a prescribed
displacement and g(x, t) ∈ R3 is a prescribed traction. By neglecting the
plastic strain term in (3), i.e. p = 0, the system (1) - (6) describes a purely
elastic behavior of the continuum Ω.

Another two properties incorporating the admissibility of a stress field σ
with respect to a certain hardening law and the time evolution of the plastic
strain p are required. Therefore, we introduce the hardening parameter α
and call a tuple (σ, α) the generalized stress. Such generalized stress is called
admissible, if for a given convex yield functional φ there holds

φ(σ, α) ≤ 0 . (7)

The explicit form of φ depends on the choice of the hardening law. In this
paper we concentrate on the isotropic hardening law, where the hardening
parameter α is a scalar function α : Ω → R and the yield functional φ is then
defined by

φ(σ, α) :=

{
‖dev σ‖F − σy(1 +Hα) if α ≥ 0,
+∞ if α < 0.

(8)

Here, the Frobenius norm ‖A‖F := 〈A , A〉
1/2
F is defined via the scalar product

〈A , B〉F :=
∑

ij aijbij for A = (aij) ∈ R3×3 and B = (bij) ∈ R3×3 and the

deviator is defined for square matrices as devA = A − tr A
tr I
I, where the

trace of a matrix is defined by trA = 〈A , I〉F with I denoting the identity
matrix. The material constants σy and H are both positive real numbers
and called yield stress and modulus of hardening, respectively. The second
plastic property addresses the time development of the generalized plastic
strain (p,−α), which we assume to satisfy Prandtl-Reuß’ normality law

〈(ṗ,−α̇) , (τ, β) − (σ, α)〉F ≤ 0 ∀(τ, β) satisfying φ(τ, β) ≤ 0 , (9)

where ṗ and α̇ denote the first time derivatives of p and α. The initial
conditions read

p(x, 0) = p0(x) and α(x, 0) = α0(x) ∀x ∈ Ω , (10)

with given initial values p0 : Ω → R3×3
sym and α0 : Ω → [0,∞[.

Problem 1. Find (u, p, α) such, that (1)–(7), (9) and (10) are satisfied.

Note, that Problem 1 is a simplified description of the elastoplastic de-
formation of a body. First, the second time derivative of the displacement
u is ignored in the balance of momentum (1). Thus, only problems with
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slowly varying velocity fields, so called quasi-static problems, are modelled
correctly. Second, the relation between strain and displacement in (2) is just
a first order approximation of the true relation

ε(u) =
1

2

(
∇u+ ∇uT + ∇uT ∇u

)
.

Third, the constitutive laws, such as Hooke’s law (4), the flow law (9) and
the hardening law (7) and (8), describe only a very specific behaviour of
the material. Let be mentioned, that an eminently general mathematical
formulation of elasto- and viscoplastic deformation problems is outlined and
discussed in great detail in the monograph [2].

Here, we solely study the numerical solution to Problem 1. However, an
extension to other elastoplastic problems is possible and promising.

2.2 Weak Formulation

In this subsection we derive a weak formulation out of Problem 1. Hence
the well known Sobolev and Lebesgue spaces have to be defined: Let V :=
[H1(Ω)]

3
, and Q := [L2(Ω)]3×3

sym . The associated scalar products and norms
are

〈u , v〉V :=

∫

Ω

(〈u , v〉F + 〈∇u , ∇v〉F ) dx , ‖v‖V := 〈v , v〉
1/2
V ,

〈p , q〉Q :=

∫

Ω

〈p , q〉F dx , ‖q‖Q := 〈q , q〉
1/2
Q .

Let be mentioned, that a time-dependent variational inequality can be ob-
tained by the multiplication of (1) and (9) with test functions, integration,
partial integration and subsequent adding of both (see [27] for details). It is
known [31], that this time-dependent variational inequality has a unique solu-
tion u ∈ {v ∈ H1(Θ;V ) | v|ΓD

= uD}, p ∈ H1(Θ;Q), and α ∈ H1(Θ;L2(Ω)).
However, the numerical treatment requires a time discretization of the a

time-dependent variational inequality. Therefore, let NΘ ∈ N, τ := T/NΘ

and Θτ := {tk := kτ | k ∈ {0, . . . , NΘ}} be a discretization of the time
interval Θ = [0, T ]. We introduce the notation

uk := u(tk) , pk := p(tk) , αk := α(tk) , fk := f(tk) , gk := g(tk) , . . . ,

and approximate time derivatives by the backward difference quotients, i. e.,

ṗk ≈ (pk − pk−1) /τ and α̇k ≈ (αk − αk−1) /τ.
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Consequently, the time dependent variational inequality simplifies to a se-
quence of time independent variational inequalities of the second kind [27],
each of which can be equivalently expressed by a minimization problem. Let
R = R ∪ {±∞} be the set of extended real numbers, and the functional
J̄k : V ×Q→ R defined as

Jk(v, q) =
1

2
‖ε(v) − q‖2

C
+ ψk(q) + lk(v) , (11)

with

〈q1 , q2〉C :=

∫

Ω

〈C q1(x) , q2(x)〉F dx , ‖q‖C := 〈q , q〉
1/2
C
, (12)

ψk(q) :=

{∫

Ω

(
1
2
α̃k(q)

2 + σy‖q − pk−1‖F

)
dx if tr q = tr pk−1 ,

+∞ else ,
(13)

lk(v) :=

∫

Ω

fk · v dx+

∫

ΓN

gk · v ds , (14)

α̃k(q) := αk−1 + σyH‖q − pk−1‖F . (15)

The resulting one time step minimization problem reads [14]:

Problem 2. Let k ∈ {1, . . . , NΘ} denote a given time step, fk ∈ H−1(Ω),
gk ∈ H−1/2(ΓN), pk−1 ∈ Q and αk−1 ∈ L2(Ω) be given such, that αk−1 ≥ 0
almost everywhere. Find (uk, pk) ∈ VD ×Q such that

J̄k(uk, pk) ≤ J̄k(v, q) ,

with J̄k defined in (11), holds for all (v, q) ∈ VD ×Q.

The convex functional J̄k expresses the mechanical energy of the deformed
system at the k−th time step. The goal is to find a displacement uk and a
plastic strain pk such that the energy J̄k is minimized. The unique solvability
of Problem 2 can be shown with classical convex analysis results [24]. The
hardening parameter αk ∈ L2(Ω) does not appear in Problem 2 directly, but
can be calculated analytically in dependence on the plastic strain by αk =
α̃k(pk) defined as in equation (15). Various strategies have been introduced to
solve the minimization in Problem 2. C. Carstensen investigated a separated
minimization in the displacement v and in the plastic strain q alternately
and proved the linear convergence of the resulting method in [14].

2.3 Minimization with Respect to Displacements

Another interesting technique is to reduce Problem 2 to a minimization prob-
lem with respect to the displacements v only [26]. Due to a theorem of
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J. J. Moreau [40] the functional Jk : V → R with Jk(v) := infq∈Q J̄k(v, q)
is well defined, strictly convex, and Fréchet differentiable. There exists a
unique minimizer with respect to the plastic strain field p̃k : Q → Q, such
that J̄k(v, p̃k(ε(v))) = Jk(v) holds for all v in V . The explicit form of pk was
calculated for the first time in [4] and reads

p̃k(ε(v)) =
1

2µ+ σ2
yH

2
max{0, φk−1(σ̃k(ε(v)))}

dev σ̃k(ε(v))

‖dev σ̃k(ε(v))‖F

+pk−1 , (16)

where

σ̃k(q) := C(q − pk−1) and φk−1(σ) := ‖dev σ‖F − σy(1 +H αk−1) . (17)

As already mentioned, the functional Jk is Fréchet differentiable. The differ-
ential reads

D Jk(v ; w) = 〈ε(v) − p̃k(ε(v)) , ε(w)〉C − lk(w) ∀w ∈ V (18)

with the scalar product 〈◦ , ⋄〉C defined in (12) and lk defined in (14).
With these considerations, we are able to reformulate Problem 2 by

Problem 3. Let k ∈ {1, . . . , NΘ} denote a given time step, fk ∈ H−1(Ω),
gk ∈ H−1/2(ΓN), pk−1 ∈ Q and αk−1 ∈ L2(Ω) be given such, that αk−1 ≥ 0
almost everywhere. Find uk ∈ VD such that for all v ∈ VD there holds

Jk(uk) ≤ Jk(v) ,

where the functional Jk : V → R is defined

Jk(v) =
1

2
‖ε(v) − p̃k(ε(v))‖

2
C + ψk(p̃k(ε(v))) + lk(v) , (19)

with ε, ψk, lk, and p̃k defined in (2), (13), (14), and (16).

Remark 1. Functional Jk is Fréchet differentiable, with D Jk(v ; w) as in (18).

Remark 2. The plastic strain pk ∈ Q and hardening parameter αk ∈ L2(Ω)
do not appear in Problem 3 directly, but can be calculated analytically in
dependence on the displacement by pk = p̃k(ε(uk)) defined in (16), and αk =
α̃k(pk) defined in (15).

Remark 3. Note, that since the problem can be shown to be uniquely solvable
[26], it is sufficient to find the displacement uk ∈ VD, such that for all test
functions w ∈ V0 there holds

D Jk(uk ; w) = 0 . (20)
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The minimizer p̃k in (16) is a continuous mapping of Q into Q. Thus,
D Jk(v ;w) in (18) is continuous with respect to v as well, and a gradient
method could be used for a numerical solution. A higher order optimization
method, such as the Newton method, requires the second derivative of Jk,
which, due to the term max{0, ·} in the definition of p̃k in 16 does not exist.

However, the concept of slant differentiability [16] can be used, and a
slanting function (D Jk)

o(v;w1, w2) may serve as a replacement for the miss-
ing second derivative D 2Jk(v;w1, w2) in a so called slant Newton method:

Problem 4. For a given initial guess v0 ∈ VD, iterate vj ∈ VD by the rule

(D Jk)
o (vj ; vj+1 − vj , w) = −D Jk(v

j ; w) ∀w ∈ V0 . (21)

Here, a candidate for the slanting function of D Jk is given by

(D Jk)
o (v ; w1, w2) = 〈ε(w1) − p̃k

o(ε(v) ; ε(w1)) , ε(w2)〉C , (22)

and a candidate for the slanting function pk in (16) is given by

p̃k
o(ε(v); ε(w)) =

{
2µ

2µ+σ2
yH2

(

(1 − βk)
〈Ak , B〉F
‖Ak‖

2
F

Ak + βk B
)

if βk ≥ 0 ,

0 else .

(23)
The above equation uses the abbreviations

Ak = Ak(ε(v)) = dev σ̃k(ε(v)) , B = B(ε(w)) = dev ε(w) ,

and the parameter

βk = βk(ε(v)) =
φk−1(σ̃k(ε(v))

dev σ̃k(ε(v))
, (24)

with φk−1 and σ̃k as in (17). This parameter is positive in parts of the
domain Ω where plastic deformation occurs, and less or equal zero in parts
of the domain which behave purely elastic. The interface in between the
elastic and plastic zones is called the elastoplastic interface.

Remark 4. The mappings (D Jk)
o and po

k in (22) and (23) are well defined as
slanting functions in the sense of [16] if and only if there exists ǫ > 0, such
that

φk−1(σ̃k(v)) ∈ L2+ǫ(Ω) . (25)

As soon as the variables are discretized, i. e., after Galerkin discretization,
the integrability condition (25) is not needed anymore. (see [26, 29]).

Remark 5. The slant Newton method (21) converges locally super-linear, if
the mappings in (22) and (23) are slanting functions [16, 29].
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2.4 Plain Strain Model

Throughout Section 3, the plain strain model of elastoplasticity is considered,
i. e., the domain Ω is assumed to be long and to have a constant shape of
the cross section with respect to one of the three directions of the coordinate
system. Further, no body forces, traction, or displacements are prescribed
in that direction, such that due to symmetry reasons, the solution uk will
vanish in one, let’s say the last, component. Therefore it is sufficient to look
for a solution uk in the space [H1(Ω)]

2
instead of [H1(Ω)]

3
, the domain Ω

still has to be considered as a three dimensional object, though.
Consequently, the displacement u and the strain ε, due to (2), read (the

time-step index k is now omitted)

u =





u1(x)
u2(x)

0



 , ε =





ε11 ε12 0
ε12 ε22 0
0 0 0





and the stress σ and plastic strain p, due to (4) and (16), read

σ =





σ11 σ12 0
σ12 σ22 0
0 0 σ33



 , p =





p11 p12 0
p12 p22 0
0 0 p33



 ,

where σ33 can be calculated by using σ11, σ22, and σ12 (see Table 1), as well as
p33, since p is trace free, can be calculated by p33 = −(p11 + p22). Therefore,
it is sufficient to represent u, ε, p and σ as the vectors

u :=

(
u1

u2

)

, ε :=





ε11

ε22

2ε12



 , p :=





p11

p22

p12



 , σ :=





σ11

σ22

σ12



 ,

which is called Voigt’s representation. Analogous operations in tensor and
vector representation, such as norms, traces and deviators, are summarized
in Table 1. Further, in Voigt’s representation, there holds 〈σε , ε〉F = σ

T
ε ε,

and 〈σp , ε〉F = σ
T
p ε.

We shall use Voigt’s representation throughout the remaining part of this
work. Due to that, it is no more necessary to indicate the use of Voigt’s
representation by bold letters.
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Common (Tensor) Representation Vector Representation

ε :=

(
ε11 ε12 0
ε12 ε22 0
0 0 0

)

ε :=

( ε11
ε22
2 ε12

)

σε := C ε =

(
σε,11 σε,12 0
σε,12 σε,22 0

0 0 σε,33

)

σε :=

(σε,11
σε,22
σε,12

)

=

(
λ + 2µ λ 0

λ λ + 2µ 0
0 0 µ

)

︸ ︷︷ ︸

=:C

ε ,

with C ε = 2µ ε + λ tr ε I σε,33 =
λ

2 (λ + µ)
︸ ︷︷ ︸

=ν

(1 1 0) σε, tr σε = ν+1
ν σε,33

dev σε = σε −
tr σε

tr I I devσε :=





(dev σε)11
(dev σε)22
(dev σε)12



 = σε −
tr σε

tr I

(
1
1
0

)

,

thus, devσε =

(

I −
ν + 1

dim(σε)

(
1 1 0
1 1 0
0 0 0

))

︸ ︷︷ ︸

=:K

σε

p =

(
p11 p12 0
p12 p22 0
0 0 − (p11 + p22)

)

p :=

(p11
p22
p12

)

, ‖p‖2
N := pT

(
2 1 0
1 2 0
0 0 2

)

︸ ︷︷ ︸

=:N

p ,

then: ‖p‖N = ‖p‖F

σp := C p =

(
σε,11 σε,12 0
σε,12 σε,22 0

0 0 σε,33

)

σp :=

(σp,11
σp,22
σp,12

)

= 2µp

with C p = 2µ p + λ tr p
︸︷︷︸

=0

I = 2µ p and σp,33 = − (1 1 0) σp

σ = C (ε − p) = σε − σp σ = σε − σp and σ33 = σε,33 − σp,33

dev σ = dev σε − dev σp
︸ ︷︷ ︸

=σp

, devσ = devσε − σp , ‖dev σ‖F = ‖devσ‖N ,

‖dev σ‖2
F =

∑

i,j (dev σ)2ij (dev σ)33 = − (1 1 0) devσ

Table 1: Table of Vector Representation regarding the Plain Strain Model.
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3 Spatial Discretization

3.1 Galerkin Discretization

We approximate the space V = [H1(Ω)]
2

by a sequence of finite dimensional
subspaces

V 1
FE ⊂ V 2

FE ⊂ . . . ⊂ V l−1
FE ⊂ V l

FE ⊂ V l+1
FE ⊂ . . . ⊂ V , (26)

where V l
FE with l ∈ N It is the discrete subspace of V of level l. V l

FE It can
be represented by a basis of finite dimension Nl,

V l
FE = span{ψ1, . . . , ψNl

} ,

and let
V l

FE,0 := V l
FE ∩ V0, and V l

FE,D := V l
FE ∩ VD .

Analogously to (21), we have to solve the following discrete problem:

Problem 5. Let v0 ∈ V l
FE,D be given, iterate vj ∈ V l

FE,D, such that

(D Jk)
o (vj ; vj+1 − vj , w) = −D Jk(v

j ; w) ∀w ∈ V l
FE,0 . (27)

Remark 6. Differently to the infinite dimensional case, D Jk as a mapping
from the finite dimensional sets V l

FE,D × V l
FE,0 to R is slantly differentiable

without any extra assumptions (see Remark 4). The slanting function (D Jk)
o

maps V l
FE,D × V l

FE,0 × V l
FE,0 to R, and is defined as in (22) and (23).

Remark 7. The slant Newton iteration in Problem 5 produces a super-linearly
convergent sequence (vj) [26].

The concept of this subsection is common to all of the following techniques
of spatial discretization. However, they differ in the explicit definition of the
set {ψ1, . . . , ψNl

}.

3.2 Low Order FEM (h-FEM)

In this subsection, the reader is assumed to already know the basics of h-FEM
(for an introduction on this topic, see [17]). Utilizing this method, we are
going to derive the discrete formulas of D Jk and (D Jk)

o in equation (27), by
which Problem 5 finally may be implemented and solved on the computer.
Most of this subsection is based on the work [3], and the 2D case (plain strain
model) is considered only.

Let T be a γ-shape regular triangulation of Ω, where all elements K ∈ T
are triangles. The term γ-shape regular means, that the ratio of diameter
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versus radius of the inscribed circle is uniformly bounded from below by a
constant γ > 0 for all elements K ∈ T .

Let E = {E} denote the set of all edges and EN = E∩ΓN be its intersection
with the Neumann boundary ΓN . The vertices of all triangles are collected
in the set N = {x ∈ R2 | ∃K ∈ T : x is vertex of K}. Let ψi : Ω → R be
an affine linear function on each element K ∈ T such that for an arbitrary
node xl the condition ψi(xl) = δil is satisfied for all i, l ∈ {1, . . . , |N |}.
Further, let ej denote the j-th unit vector. Then, uFE can be expressed by
uFE(x) :=

∑

i,j ui,jψi(x)ej , where ui,j := (u(xi))j , or for short, we can write

uFE(x) = Ψ(x)T u by defining Ψ(x) := (ψi(x) ej)i∈{1,...,|N |},j∈{1,2} ∈ R2|N | and
u := (ui,j)i∈{1,...,|N |},j∈{1,2} ∈ R

2|N |. Recalling the notation of Subsection 3.1,
the space V is approximated by the subspace V l

FE := {ΨTu | u ∈ R2|N |}.
Note, that the dimension of the approximation space is 2|N |, which is related
to the mesh size h by h ≈ N−2 in 2D. The term l in V l

FE means, that we
have a mesh size of h = h0 ∗ 0.5l, where h0 denotes the initial mesh size. In
this way, the level l controls the dimension of the approximation space.

Let RT and RE be operators which restrict the global vector u onto a
local element T by

uT = RT u , uE = REu . (28)

Let the fixed triangle T ∈ T have the vertices (xα,xβ,xγ) with the coordi-
nates

((xα,1, xα,2) , (xβ,1, xβ,2) , (xγ,1, xγ,2)) .

Then ε(uFE) can be calculated on T by

ε(uh)(x)|T =





∂1ψα 0 ∂1ψβ 0 ∂1ψγ 0
0 ∂2ψα 0 ∂2ψβ 0 ∂2ψγ

∂2ψα ∂1ψα ∂2ψβ ∂1ψβ ∂2ψγ ∂1ψγ















uα,1

uα,2

uβ,1

uβ,2

uγ,1

uγ,2











,

or in a more compact way,

ε(uh)(x)|T = B uT , (29)

where the partial derivatives of ψα, ψβ, and ψγ can be obtained by

∇





ψα

ψβ

ψγ



 =





1 1 1
xα,1 xβ,1 xγ,1

xα,2 xβ,2 xγ,2





−1



0 0
1 0
0 1



 .
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Integration over body and surface forces may be realized by the midpoint
rule. We approximate fk and gk by fT := fk(xT ) and gE := gk(xE), where
xT and xE denote the center of mass of the element T , and the edge E,
respectively. Defining

fT :=
|T |

3
RT

T fT , and gE :=
|E|

2
RT

E gE ,

on each T ∈ T and on each E ∈ EN there hold
∫

T

fTvh dx ≈ fT
T v , and

∫

E

gTvh ds ≈ gT
Ev . (30)

The whole integral over Ω can be split into a sum of integrals on single
elements T ∈ T . Therefore, by combining (28), (29) and (30) we obtain from
(18) the discrete formulation of the energy functional’s Gâteaux-differential

D Jk(u ; v) :=
∑

T∈T

[

|T | (C B uT − 2µ p̃k(B uT ))T BRT − fT
T

]

v −
∑

E∈EN

gT
E v

with

p̃k(B uT ) :=
max{0, φk−1(devσ̃k(B uT ))}

2µ+ σ2
yH

2

devσ̃k(B uT )

‖devσ̃k(B uT )‖N
+ pk−1 , (31)

where

devσ̃k(B uT ) := KCB uT − 2µpk−1 , (32)

φk−1(devσ̃k(B uT )) := ‖devσ̃k(B uT )‖N − σy(1 +Hαk−1) . (33)

Since D Jk(u ; v) is linear in v, there exists the Fréchet-derivative

D Jk(u) =
∑

T∈T

(

|T | (CB uT − 2µ p̃k(B uT ))T BRT − fT

)

−
∑

E∈EN

gE . (34)

The mapping D Jk is slantly differentiable with

(D Jk)
o (u) =

∑

T∈T

|T |RT
T B

T (C − 2µ p̃o
k(B uT ))T BRT ,

where

p̃o
k(B uT ) =

{

ξ
(

(1 − βk)
devσ̃kdevσ̃

T
k N

‖devσ̃k‖
2
N

+ βkI
)

KC if φk(σ̃k) > 0 ,

0 else .
(35)
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serves as a slanting function for p̃k defined in (31). Here, the definitions ξ :=
1

2µ+σ2
yH2 and βk := φk−1(devσ̃k)

‖devσ̃k‖N
, and the abbreviation devσ̃k for devσ̃k(B uT )

as in (32) are used.
The Newton-like method is applied for the calculation of u ∈ R2|N | such

that DJk(u) = 0 and u satisfies the Dirichlet boundary condition:

ui = ui−1 + ∆ui (∀i ∈ N), (36)

where ∆ui solves

− (D Jk)
o (ui−1) ∆ui = D Jk(ui−1) .

Note, that ui must satisfy (generally inhomogeneous) Dirichlet boundary
conditions for all i ∈ N. Therefore, it is sufficient for the initial approximation
u0 to satisfy the inhomogeneous Dirichlet conditions, and for ∆ui to solve
the homogeneous Dirichlet conditions.

3.3 High Order FEM (p-FEM)

In this section, we will briefly mention the most important definitions and
results of high order Finite Element Methods (p-FEM). For more detailed
information, the interested reader is referred to the pioneering work [8], and
the monograph [45]. Same as in h-FEM, also in p-FEM a γ-shape regular
mesh is used, but in contrast to h-FEM, the accuracy of the approximate
solution is increased, i. e., the dimension of the finite element space V l

FE is
enlarged, by increasing the polynomial degree of the shape functions instead
of refining the mesh by the partitioning of elements. The big advantage of a
high order method is the faster convergence [7], whereas the major drawback
of a high order method is the expensive assembling of the system matrix. As
long as this handicap can be settled (e.g., by finding recurrences via symbolic
computation [9, 11, 12]), the application of such methods are definitely worth
their price. We turn to the basic definition of hierarchic basis functions
in p-FEM. Let be mentioned, that in this paper, we concentrate on the
Karniadakis-Sherwin polynomials [32]. Before defining the discretization of
the vector valued displacement field u ∈ [H1(Ω)]

2
, the scalar case u ∈ H1(Ω)

is discussed.
Let the reference triangle K̂ and the reference square Q̂ be defined by

K̂ := {(x, y) | x > −1, y > −1, x+ y < 0} and Q̂ = (−1, 1)2 . (37)

The Duffy transformation D : R2 → R2, defined by

D(η1, η2) =

(
1

2
(1 + η1)(1 − η2) − 1 , η2

)

, (38)
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Figure 1: The reference elements K̂ and Q̂ defined in equation (37).

maps Q̂ onto K̂. The inverse maps K̂ onto Q̂ and is given by

D−1(ξ1, ξ2) =

(

2
1 + ξ1
1 − ξ2

− 1 , ξ2

)

.

The further proceeding is to define local shape functions Φ on Q̂ and
then, by the application of the inverse Duffy transformation Ψ = Φ ◦D−1 ,
to obtain local shape functions on the reference triangle K̂.

Definition 1. Let α > −1, β > −1, and n ∈ N ∪ {0} be given. The

polynomial P
(α,β)
n : [−1, 1] → R defined by

P (α,β)
n (η) :=

(−1)n

2n n!
(1 − η)−α(1 + η)−β dn

dηn

(
(1 − η)α+n(1 + η)β+n

)
(39)

is called nth Jacobi Polynomial with respect to the weight (1 − η)α(1 + η)β.

Definition 2. Let the reference elements K̂ and Q̂ be given by (37) and let
the transformationD : R2 → R2 be defined as in (38). For a given polynomial
degree p ∈ N we define the set Ψ =

⋃5
B=1 ΨB of local shape functions by

ΨB := ΦB ◦D−1 = {φ ◦D−1 | φ ∈ ΦB} B = 1, . . . , 5 , (40)
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where ΦB is given by:

Φ1 = {
(1 − η1)

2

(1 − η2)

2
,
(1 + η1)

2

(1 − η2)

2
,
(1 + η2)

2
},

Φ2 = {
(1 − η1)

2

(1 + η1)

2

(1 − η2)

2
P

(1,1)
i−1 (η1) | i = 1, . . . , p− 1},

Φ3 = {
(1 + η1)

2

(1 − η2)

2

(1 + η2)

2
P

(1,1)
i−1 (η2) | i = 1, . . . , p− 1},

Φ4 = {
(1 − η1)

2

(1 − η2)

2

(1 + η2)

2
P

(1,1)
i−1 (η2) | i = 1, . . . , p− 1},

Φ5 = {
(1 − η2

1)

4

(1 + η2)

2

(1 − η2)
i+1

2i+1
P

(1,1)
i−1 (η1)P

(2i+1,1)
j−1 (η2)

| i, j = 1, . . . , p− 1}.

The subdivision of the shape functions is as follows: The set Φ1 contains
vertex shape functions, which vanish on all vertices, except on one, where
the value one is attained. The set Φ5 contains the interior bubble functions,
which vanish on all edges, and the remaining sets Φ2, Φ3, Φ4 contain edge
bubble functions, which vanish on all but one edge. In [32] it is shown, that
Ψ is a set of linear independent polynomial functions, and that the span of
Ψ contains all polynomials of degree p an the reference triangle K̂.

In this way we approximate u ∈ H1(Ω) by uFE ∈ Sp(Ω, T ) with

Sp(Ω, T ) := {u ∈ H1(Ω) | u ◦ FK ∈ spanΨ for all K ∈ T } , (41)

where FK denotes the mapping from the reference triangle K̂ to the local
element K. In case of vector valued problems, such as in elastoplasticity, each
shape function ψ ∈ Ψ is replaced by a set of d vector valued shape functions
{ψ ei | i = 1, . . . , d}, where ei denotes the ith unit vector. Speaking in the
notation of Subsection 3.1, we have V l

FE = Spl(Ω, T ), where pl denotes the
polynomial degree of level l. In order to keep the property (26), one has to
guarantee pl ≥ pl−1.

The a priori error analysis of the high order Finite Element Method [7]
states the convergence (d = 2)

‖u− uFE‖H1(Ω) ≤ C p−s ‖u‖Hs+1(Ω)

if u ∈ Hs+1(Ω)2, and in the case of singular behavior of the type u ≈ rα,
α > 0, where r is the distance from the singularity, we obtain

‖u− uFE‖H1(Ω) ≤ C p−2α ,

which is twice the rate of the h-version.
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3.4 Combining Low and High Order FEM (hp-FEM)

The concept of hp-FEM is the adaptive combination h-FEM and p-FEM.
The key idea is to increase the polynomial degree locally on elements, where
the solution has high regularity. On such elements we can expect locally up
to exponential convergence (see [5, 45]) of the approximate towards the so-
lution, On other elements, where the regularity of the solution is low, mesh
refinement, i. e. h-FEM, is applied, which locally yields algebraic conver-
gence. Globally, the convergence of hp-approximations is much faster than
the convergence in h-FEM or p-FEM, under certain conditions up to expo-
nential convergence can be achieved. The price we pay is, that the method
is much harder to implement than h- or p-FEM. We turn to the definition
of the approximation space, which actually will be very much the same as in
p-FEM.

Let a polynomial degree pK ∈ N be associated with each element K ∈ T
and the polynomial degree pe with each edge e by

pe = min{pK | e is an edge of K} .

The information of polynomial degree distribution is collected in a vector
p = (pK)K∈T , which is called (polynomial) degree vector.

With pKe1, pKe2, pKe3, and pK denoting the polynomial degree on the
edges e1, e2, e3, and in the interior of element K, the set of shape functions
Ψ is defined as in Definition 2, where Φ1,. . . ,Φ5 are given by:

Φ1 = {
(1 − η1)

2

(1 − η2)

2
,
(1 + η1)

2

(1 − η2)

2
,
(1 + η2)

2
},

Φ2 = {
(1 − η1)

2

(1 + η1)

2

(1 − η2)

2
P

(1,1)
i−1 (η1) | i = 1, . . . , pAB − 1},

Φ3 = {
(1 + η1)

2

(1 − η2)

2

(1 + η2)

2
P

(1,1)
i−1 (η2) | i = 1, . . . , pBC − 1},

Φ4 = {
(1 − η1)

2

(1 − η2)

2

(1 + η2)

2
P

(1,1)
i−1 (η2) | i = 1, . . . , pCA − 1},

Φ5 = {
(1 − η2

1)

4

(1 + η2)

2

(1 − η2)
i+1

2i+1
P

(1,1)
i−1 (η1)P

(2i+1,1)
j−1 (η2)

| i, j = 1, . . . , pK − 1}.

The approximation space reads

Sp(Ω, T ) := {u ∈ H1(Ω) | u ◦ FK ∈ spanΨ for all K ∈ T } , (42)

where Ψ depends on pKe1, pKe2, pKe3, and pK . Referring to Subsection 3.1,
in hp-FEM the approximation space is defined V l

FE = Spl(Ω, T ), where pl
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denotes the polynomial degree vector of level l. In order to keep the property
(26), one has to guarantee pl ≥ pl−1 component wise.

As already mentioned, the hp-method is expensive, but the approximation
converges very fast. It is even possible to achieve exponential convergence,
if the solution is analytic up to point-wise singularities on the boundary (if
Ω ∈ R2). Therefore the construction of ideal geometric meshes and the use
of linear degree vectors (see Definitions 3 and 4), is assumed. However, in
such cases the convergence rate is globally even exponential ([6], [45, Theo-
rem 4.63])

‖u− uFE‖H1(Ω) ≤ C exp(−bN1/3) , (43)

where C and b denote some positive constants, and N = dim(Sp(Ω, T ))
denotes the dimension of the used finite element space.

In elastoplasticity, the solution in each time step is known to be inH2
loc(Ω),

and analytic in balls where the plastic strain p vanishes [36, 10]. These, so
called elastic zones, typically cover the major part of the domain Ω, thus, the
application of an hp-FEM is a natural choice. In those parts of the interior
domain, where the material reacts purely elastic, the polynomial degree of the
shape functions is increased, whereas the mesh is being h-refined in plastic
areas and towards rough boundary data or geometry.

Whenever plastic zones are small compared to elastic zones, the applica-
tion of hp-FEM is worth the cost. However, since the plastic zones are a set
of non-zero measure, we cannot expect an exponential convergence rate as
in (43), but some algebraic convergence which is faster than in both h-FEM
and p-FEM.

The basic hp-adaptive algorithm reads as presented in Algorithm 1.

Algorithm 1 The hp-adaptive Algorithm:

Require: A mesh T , a polynomial degree vector (pK)K∈T , a Finite Element
Solution uFE.

Ensure: A refined mesh Tref, a new polynomial degree vector (pK)K∈Tref
.

1: Determine which elements to refine → Th.
2: Determine where the polynomial degree should be increased → Tp.
3: Obtain a preliminary refined mesh → T ′

ref.
4: Elimination of hanging nodes → Tref.
5: Increase the polynomial degree pK = pK +1 for all elements K ∈ Tref∩Tp.

In particular: Elements to which an h-refinement is applied inherit the
polynomial degree from their father.

Note, that Items 3–5 are straight forward, whereas, one still has to de-
cide on the exact realization of Items 1 and 2. In general, the set of all
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adaptive strategies divides into two classes: strategies which are problem
dependent, and those which are not. In problem dependent strategies, the
decision whether to refine in h, or in p, or not at all, relies on the evaluation
of problem dependent quantities, typically the error estimator. Strategies of
this type can be found in [42, 18, 1].

Due to the lack of a reliable and efficient error estimator for elastoplasti-
city, the use of problem independent algorithms is a natural choice. Methods
as in [20, 21], estimate the regularity of the solution without using problem
dependent quantities. The main idea of these strategies is to minimize a
local error projection of a reference solution, that is obtained by a uniformly
h-refined mesh intermediately. In this way an optimal hp-mesh is produced
adaptively. The big advantage of such method is, that no knowledge about
the problem has to be passed to the mesh generation, the drawback is to cope
with different meshes at the same time, which often is hard to implement on
the computer in Finite Element frameworks.

In this paper we choose a strategy of hp-refinement, which is presented in
[23]. This strategy was first discussed in [38] for the spectral element method,
and later used in [30] for hp-FEM in one dimension (or in more dimensions,
where elements have tensor structure). T. Eibner and M. Melenk [23] present
the extension of the strategy to hp-FEM for the Poisson problem in more
dimensions, i. e., where elements have the shape of triangles and tetrahedrons.
Especially two advantages are covered by this approach: First, the algorithm
is problem independent (see Remark 8), and second, there is no need to
handle more than one FE-mesh in the implementation. The algorithm is
based on the estimating the Sobolev regularity of the solution by a certain
L2-orthogonal polynomial expansion:

Proposition 1. Define on the reference triangle K̂ the L2(K̂)-orthogonal
basis ψpq, p, q ∈ N0 by

ψpq = ψ̃pq ◦D
−1 , ψ̃pq = P (0,0)

p (η1)

(
1 − η2

2

)p

P (2p+1,0)
q (η2) ,

where P
(α,β)
p is the (well known) p-th Jacobi polynomial with respect to the

weight η 7→ (1−η)α(1+η)β and D the Duffy transformation. Let u ∈ L2(K̂)
be written as

u =
∑

p,q∈N0

upqψpq . (44)

Then u is analytic on K̂ if and only if there exist constants C, b > 0 such
that |upq| ≤ C e−b(p+q) for all p, q ∈ N0.

Proof. See [39].
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Since the true solution u is not available, the idea for an hp-adaptive
algorithm is to estimate the decay of the coefficients upq of the L2 conforming
expansion of the finite element solution uFE|K ◦ FK =

∑

p,q upqψpq instead.
If the decay is exponentially, then the polynomial degree p will be increased,
otherwise, the mesh will be refined, see Algorithm 2.

Algorithm 2 Items 1 and 2 in Algorithm 1:

Require: A mesh T ; a polynomial degree vector (pK)K∈T ; parameters b > 0
and σ ≥ 0; a Finite Element Solution uFE; a reliable, efficient, and
localizable a posteriori error estimator η(uFE).

Ensure: The marked elements Tp and Th.

1: Compute the mean error η̄2 = |T |−1
∑

K∈T η
2
K

2: For elements K ∈ T with η2
K ≥ ση̄2 compute the expansion coefficients

uij,K = ‖ψij‖
−2

L2(K̂)
〈uFE|K ◦ FK , ψij〉L2(K̂)

for 0 ≤ i+ j ≤ pK .
3: Estimate the decay coefficient bK by a least squares fit of

ln|uij,K| ≈ CK − bK(i+ j) .

4: Determine

Tp = {K ∈ T | η2
K ≥ σ η̄2 ∧ bK ≥ b} ,

Th = {K ∈ T | η2
K ≥ σ η̄2 ∧ bK < b} .

Remark 8. Note, that in the above algorithm, the use of an a-posteriori error
estimator can be switched off by setting σ = 0. The crucial part of the algo-
rithm is testing the approximated slope of the expansion coefficients versus
a given critical slope b. In this sense, the algorithm is problem independent,
the use of an a-posteriori error estimator may nevertheless be of advantage.

In Section 4 we compare Algorithm 2 with a standard hp-adaptive ap-
proach, which is proposed a Series of papers by L. Demkowicz, T. Oden,
W. Rachowicz, and coworkers [19, 41, 43] and also used in hp-BEM, e. g.,
[28]. This approach, summarized in Algorithm 3, puts the decision of whether
refining in h or in p solely on the local evaluation of an a-posteriori-error-
estimator ηK(uFE).
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Algorithm 3 Items 1 and 2 in Algorithm 1:

Require: A mesh T ; parameters 0 < σ1 < σ2 < 1; a localizable a-posteriori
error estimator η(uFE).

Ensure: The marked elements Tp and Th.

1: Compute the maximum error ηmax = maxK∈T ηK

2: Determine

Tp = {K ∈ T | σ1 ηmax < ηK ≤ σ2 ηmax} ,

Th = {K ∈ T | σ2 ηmax < ηK} .

3.5 The Zone Concentrated FEM

In addition to the hp-adaptive strategy in Algorithm 1, we investigate also
another approach, which we call a Zone Concentrated FEM (ZC-FEM). For
this technique we use the knowledge of Boundary Concentrated FEM (BC-
FEM, [33]). This approach is still of an hp-adaptive Finite Element type,
but with a slightly different aim:

Let us start with a short review on BC-FEM: Considering the regularity
of the solution to be low at the boundary and high in the interior of the
domain, the parameters h and p are chosen to be small in a neighbourhood
of the boundary and to be growing towards the interior of the domain. This
growth is based on the use of geometric meshes and linear polynomial degree
vectors, which are defined as follows:

Definition 3. A γ-shape-regular mesh T is called a geometric mesh with
boundary mesh size h if there exist constants c1, c2 > 0 such that for all
K ∈ T with diameter hK the following hold:

1. h ≤ hK ≤ c2h at the boundary, and

2. c1 infx∈K (x,Γ) ≤ hK ≤ c2 supx∈K (x,Γ).

Here, (x,Γ) denotes the shortest distance of point x to the boundary Γ = ∂Ω.

Definition 4. A polynomial degree vector p := (pK)K∈T is said to be linear
with slope α > 0 if there exist positive constants c1 and c2, such that

1 + α c1 log
hK

h
≤ pK ≤ 1 + α c2 log

hK

h
.

holds for all K ∈ T .
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In BC-FEM, a hp-FEM discretization is performed, which uses a geo-
metric mesh T and a linear polynomial degree vector p. If the slope α of
Definition 4 is chosen large enough, then the convergence rate of BC-FEM is
of the same order as in h-FEM, namely in 2D

‖u− uFE‖H1(Ω) ≤ ‖u‖H1+s(Ω)h
s ,

where u is assumed to have global Sobolev regularity u ∈ [H1+s(Ω)]
2

with
s ∈ (0, 1), and h denotes the mesh size on the boundary.

Note, that the number of unknowns is significantly smaller than in h-
FEM. namely, in BC-FEM the number of unknowns is proportional to the
number of unknowns on the boundary (such as in BEM), whereas in a classi-
cal h-FEM the number of degrees of freedom is proportional to the square of
the number of unknowns on the boundary. This is why the method is called
a Boundary Concentrated Finite Element Method (BC-FEM) [33]. And this
is the conceptional difference to other hp-adaptive strategies: The method
exploits the knowledge about the regularity of the solution in a way, that
it searches for the smallest (and sparse) system which allows for the same
convergence rate as is obtained in a uniform h-FEM.

Here we come to the extension of BC-FEM, which we call ZC-FEM: In
elastoplasticity, BC-FEM can be applied for the purely elastic region, where
the solution is known to be analytic [10], whereas the plastic region, where
the solution is known to be just in H2

loc [36], is discretized by using a classical
h-FEM. Usually, when applying BC-FEM, the geometric mesh T , and the
linear polynomial degree vector p can be constructed in advance, since the
position of the boundary is known. This is different when using ZC-FEM for
elastoplastic problems. The interface between plastic and elastic parts of the
domain, which represents a part of the boundary of the elastic zone, is not
known in advance. This is due to the fact that the calculation of the plastic
strain field relies on the solution of the problem (the displacement field), as
it is pointed out in equation (16). In other words, after every refinement step
the interface will probably move. Thus, one has to estimate, which parts of
the domain will be plastic at the next step of refinement. This task can be
handled by two different strategies:

The first is to test the analyticity of the FE-solution as presented in
Algorithm 2 (with σ = 0). This would yield an optimal prediction of the
plastic zones in the next step of refinement. Although, the prize we pay is
a fairly high-dimensional test situation, since the polynomial degree of the
shape functions has to be high (experimentally: greater than 4) in order to
obtain a reasonable prediction of the plastic zones.

The second option is to mark all elements for h-refinement, if they behave
plastic at this level of refinement, i. e., where the plastic strain pk yields
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‖pk‖L2(K) > 0, and additionally mark elements for h-refinement, which have
a common vertex with those. This technique implicitly assumes, that the
elastoplastic interface of the FE-solution after the refinement will move no
further than at most one layer of elements from its former position.

The resulting method has the same accuracy as a classical h-FEM, i.e.
‖u−uFE‖H1(Ω) = O(h), but the number of degrees of freedom is significantly
smaller: Considering h-FEM in two dimensions (d = 2), the number degrees
of freedom is roughly O(N2), with N = h−1 denoting the number of nodes
on the boundary of the domain, whereas in BC-FEM it is O(NE) +O(N2

P ),
where NE is the number of nodes on the boundary of the purely elastic
sub-domain, and NP the number of nodes on the boundary of the plastic
sub-domain. Thus, this method pays off in situations, where the area of the
plastic regions is small compared to the overall domain.

4 Numerical Examples

We discuss three different numerical examples, for each of which a uniform
h-FEM and four different hp-adaptive FEM strategies are performed:

• Strategy 1 is a Zone Concentrated FEM as outlined in Subsection 3.5.
It is the combination of a-priori h-refinement towards the boundary
and the plastic zones. An element is treated as a part of the plastic
zone, if one of its vertices belongs to an element, where the plastic
strain is nonzero, ‖pk‖F 6= 0. The remaining part of the domain, which
reacts purely elastic, is discretized by a geometric mesh and a linear
polynomial degree vector (see Definition 3 and 4).

• Strategy 2 exactly recovers Algorithm 2, where the parameters are set
to σ = 10−4 and b = 3. If the FE-solution is of too low order (p < 5)
locally, then testing for analyticity is not reliable, and the element is
marked for p-refinement.

• Strategy 3 is almost identical to Strategy 2, and also using the same
parameters. In difference to Strategy 2, plastic elements (where the
plastic strain pk yields ‖pk‖F 6= 0) are marked for h-refinement in
advance. Also elements, which have a common vertex with those, are
marked for h-refinement, since the elastoplastic interface may move
from refinement to refinement. This way, the polynomial degree of the
FE-solution may kept low in elastoplastic zones.

• Strategy 4 is the classical hp-adaptivity approach, as in Algorithm 3.
The parameters are set to σ1 = 10−8 and σ2 = 10−4.

24



Remark 9. In all of the above Strategies, which rely on a-posteriori error-
estimation, the ZZ-error-estimator

η2
K(uFE) =

∫

K

(σFE − σ∗
FE) : C

−1(σFE − σ∗
FE) dx ,

η2(uFE) =

∑

K∈T η
2
K

∑

K∈T

∫

K
σ∗

FE : C−1σ∗
FE dx

(45)

is used. Here, the flux σFE = C ε(uFE) is the elastic part of the stress depend-
ing on the finite element solution uFE (element wise), and σ∗

FE is the Clement
Interpolation of σFE. This error estimator is known to be reliable for elasto-
plastic problems with hardening [4]. However, this error estimator is not
efficient, thus not equilibrated. To the best of the author’s knowledge, there
is no equilibrated a-posteriori error-estimator known for elastoplasticity.

All examples were computed in the framework NETGEN/NGSolve [44].

Example 1. A beam Ω = (0, 2) × (−0.5, 0.5) is fixed on the left boundary
ΓD = {(x, y) ∈ ∂Ω | x = 0} and stressed on the right boundary ΓN =
{(x, y) ∈ ∂Ω | x = 2} in positive x-direction with a traction of intensity
|g| = 1.35 (see Figure 2). The material parameters are chosen as follows:
Young’s modulus E = 1000, Poisson ratio ν = 0.3, yield stress σy = 1, and
modulus of hardening H = 10. The graphical output after some steps of
uniform refinement is as follows: The displacement is plotted in Figure 3,
which also shows the deformation of the domain magnified by a factor 100.
The yield function φ (8) is plotted in Figure 4. In Figure 5 the plastic zones
(red) versus elastic zones (blue) are shown, whereas Figure 6 and Figure 7
report on the point-wise Frobenius-norm of the plastic strain. The estimated
slope of the FE solution coefficients, as discussed in Algorithm 2, is plotted
in Figure 8. We numerically tested uniform refinement (h-FEM) versus the
hp-FE Strategies 1-4. Let be mentioned, that in all tests the super linear
convergence of the Newton like method was observed. Figures 9-12 illustrate
the polynomial order distribution after some steps of adaptive hp-refinement,
whereas the resulting meshes are shown in Figures 13-16. The approximation
error ‖u − uFE‖H1(Ω) is estimated by the elastic ZZ-error estimator (45).
Figures 17 and 18 show the convergence results graphically.
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Figure 2: Geometry and problem description of Example 1.

Figure 3: Displacement and deformed domain (×100) in Example 1.

Figure 4: Yield function φ (8) in Example 1.
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Figure 5: Plastic (red) and elastic (blue) zones in Example 1.

Figure 6: Frobenius norm of the plastic strain in Example 1.

Figure 7: Logarithmic Frobenius norm of the plastic strain in Example 1.

27



Figure 8: The estimated slope of coefficients (Algorithm 2) in Example 1.

Figure 9: Polynomial order with Strategy 1 in Example 1.

Figure 10: Polynomial order with Strategy 2 in Example 1.
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Figure 11: Polynomial order with Strategy 3 in Example 1.

Figure 12: Polynomial order with Strategy 4 in Example 1.

Figure 13: Adaptive mesh with Strategy 1 in Example 1.
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Figure 14: Adaptive mesh with Strategy 2 in Example 1.

Figure 15: Adaptive mesh with Strategy 3 in Example 1.

Figure 16: Adaptive mesh with Strategy 4 in Example 1.
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Figure 17: The global estimated error (45) versus degrees of freedom in
Example 1.
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Figure 18: Here, the global estimated error (45) is plotted versus the time
(in seconds) which was spent per Newton step in Example 1. One Newton
step covers the assembling of the stiffness matrix and a sparse direct solver
(PARDISO).
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Example 2. A beam Ω = (0, 2) × (−0.5, 0.5) is fixed on the boundary
ΓD = {(x, y) ∈ ∂Ω | x ∈ (0, 0.5)}. On the boundary ΓN = {(x, y) ∈ ∂Ω |
x ∈ (1.5, 2)} a traction g = (0.9,−sign(y) 0.1) is applied (see Figure 19).
The material parameters are chosen as follows: Young’s modulus E = 1000,
Poisson ratio ν = 0.3, yield stress σy = 1, and modulus of hardening H = 10.
The graphical output after some steps of uniform refinement is as follows:
The displacement is plotted in Figure 20, which also shows the deformation
of the domain magnified by a factor 50. The yield function φ (8) is plot-
ted in Figure 21. In Figure 22 the plastic zones (red) versus elastic zones
(blue) are shown, whereas Figure 23 and Figure 24 report on the point-wise
Frobenius-norm of the plastic strain. The estimated slope of the FE solution
coefficients, as discussed in Algorithm 2, is plotted in Figure 25. We numer-
ically tested uniform refinement (h-FEM) versus the hp-FE Strategies 1-4.
Let be mentioned, that in all tests the super linear convergence of the New-
ton like method was observed. Figures 26-28 illustrate the polynomial order
distribution after some steps of adaptive hp-refinement, whereas the resulting
meshes are shown in Figures 30-32. The approximation error ‖u−uFE‖H1(Ω)

is estimated by the elastic ZZ-error estimator (45). Figures 34 and 35 show
the convergence results graphically.

g

g

ΓD

ΓD

ΓN

ΓN

Ω

Figure 19: Geometry and problem description of Example 2.
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Figure 20: Displacement and deformed domain (×50) in Example 2.

Figure 21: Yield function φ (8) in Example 2.

Figure 22: Plastic (red) and elastic (blue) zones in Example 2.
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Figure 23: Frobenius norm of the plastic strain in Example 2.

Figure 24: Logarithmic Frobenius norm of the plastic strain in Example 2.

Figure 25: The estimated slope of coefficients (Algorithm 2) in Example 2.
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Figure 26: Polynomial order with Strategy 1 in Example 2.

Figure 27: Polynomial order with Strategy 2 in Example 2.

Figure 28: Polynomial order with Strategy 3 in Example 2.
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Figure 29: Polynomial order with Strategy 4 in Example 2.

Figure 30: Adaptive mesh with Strategy 1 in Example 2.

Figure 31: Adaptive mesh with Strategy 2 in Example 2.
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Figure 32: Adaptive mesh with Strategy 3 in Example 2.

Figure 33: Adaptive mesh with Strategy 4 in Example 2.
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Figure 34: The global estimated error (45) versus degrees of freedom in
Example 2.
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Figure 35: Here, the global estimated error (45) is plotted versus the time
(in seconds) which was spent per Newton step in Example 2. One Newton
step covers the assembling of the stiffness matrix and a sparse direct solver
(PARDISO).
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Example 3. A plate with a hole Ω = {x ∈ [−10, 10]2 : ‖x‖ ≥ 1} is
torn on the top and bottom edges ΓN = {(x, y) ∈ ∂Ω | |y| = 10} in
normal direction with a traction of intensity |g| = 450. Due to the symmetry
of the problem, only the top right quarter is considered in the numerical
simulation (see Figure 36). Note, that gliding conditions are required on
the cutting edges. The material parameters are chosen as follows: Young’s
modulus E = 20690, Poisson ratio ν = 0.29, yield stress σy = 450

√

2/3, and
modulus of hardening H = 0.1. The graphical output after some steps of
uniform refinement is as follows: The displacement is plotted in Figure 37,
which also shows the deformation of the domain magnified by a factor 100.
The yield function φ (8) is plotted in Figure 38. In Figure 39 the plastic
zones (red) versus elastic zones (blue) are shown, whereas Figure 40 and 41
report on the point-wise Frobenius-norm of the plastic strain. The estimated
slope of the FE solution coefficients, as discussed in Algorithm 2, is plotted
in Figure 42. We numerically tested uniform refinement (h-FEM) versus
the hp-FE Strategies 1-4. Let be mentioned, that in all tests the super linear
convergence of the Newton like method was observed. Figures 43-45 illustrate
the polynomial order distribution after some steps of adaptive hp-refinement,
whereas the resulting meshes are shown in Figures 47-49. The approximation
error ‖u − uFE‖H1(Ω) is estimated by the elastic ZZ-error estimator (45).
Figures 51 and 52 show the convergence results graphically.
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ΓD

ΓD

ΓN

Ω

Figure 36: Geometry and problem description of Example 3.
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Figure 37: Displacement and deformed domain (×100) in Example 3.

Figure 38: Yield function φ (8) in Example 3.
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Figure 39: Plastic (red) and elastic (blue) zones in Example 3.

Figure 40: Frobenius norm of the plastic strain in Example 3.
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Figure 41: Logarithmic Frobenius norm of the plastic strain in Example 3.

Figure 42: The estimated slope of coefficients (Algorithm 2) in Example 3.
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Figure 43: Polynomial order with Strategy 1 in Example 3.

Figure 44: Polynomial order with Strategy 2 in Example 3.
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Figure 45: Polynomial order with Strategy 3 in Example 3.

Figure 46: Polynomial order with Strategy 4 in Example 3.
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Figure 47: Adaptive mesh with Strategy 1 in Example 3.

Figure 48: Adaptive mesh with Strategy 2 in Example 3.
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Figure 49: Adaptive mesh with Strategy 3 in Example 3.

Figure 50: Adaptive mesh with Strategy 4 in Example 3.
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Figure 51: The global estimated error (45) versus degrees of freedom in
Example 3.
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Figure 52: Here, the global estimated error (45) is plotted versus the time
(in seconds) which was spent per Newton step in Example 3. One Newton
step covers the assembling of the stiffness matrix and a sparse direct solver
(PARDISO).
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Conclusions

Let us finally discuss the convergence plots Figure 17, Figure 34, and Fig-
ure 51. Obviously, Strategy 2 works assymptotically best. However, in the
first couple of refinements, the strategy seems to fail. This is due to the
fact, that the polynomial degree has to be large enough, say greater than
4, for the method to work properly. Remember, the decision of whether to
refine in h or in p is left to the least squares fit of a straight line through the
pointcloud (ln |upq|, p+ q), where upq denote the coefficients with respect to
the expansion (44). So, the convergence of the FE-solution to the solution
starts very late but fast in Strategy 2.

With Strategy 3, where we decide for h-refinement if an element was in
the plastic zone, the convergence is not so fast assymptotically, but starts
much earlier. This strategy seems to be best for real-time simulations.

Strategy 4 is not reliable. In many examples the author encountered a
great loss of convergence rate at high levels of refinement (see Figure 17).

For Strategy 2 and Strategy 4 it is quite difficult to calibrate the param-
eters properly. Strategy 3 seemed to be less sensitive in this respect.

Despite the rather slow convergence rate in Strategy 1 (about twice as
fast as when using uniform h-refinement), there is a big advantage: there are
no parameters to adjust. This strategy works reliable in any case.
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