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#### Abstract

This paper presents a method for computing the explicitly rational solutions of a trivariate rational system of autonomous ordinary differential equations (ODEs) based on the proper parametrization of its invariant algebraic space curve. It is the generalization of the method in [11]. First, an undetermined coefficients method is given for computing the invariant algebraic space curves of the trivariate polynomial system of autonomous ODEs. Then we extend some nice properties of the proper parametrization for the plane curves to the case of space curves. Moreover, an algorithm is provided for computing the rational solutions of the trivariate polynomial system of autonomous ODEs based on previous preparation. Finally, we generalize this algorithm to compute the rational solutions of the trivariate rational system of autonomous ODEs and give some relations and properties of the rational solutions.
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## 1 Introduction

In [9], we have reduced the problem for computing the rational general solutions of $n-1$ ( $n>$ 2) order non-autonomous ODEs to finding the rational general solutions of an associated first order rational system of autonomous ODEs in $n$ indeterminates based on the proper parametrization of hypersurface. Based on the previous work, this paper mainly consider the problem for finding the rational solutions of the first order trivariate rational system of autonomous ODEs

$$
\left\{\begin{align*}
s_{1}^{\prime} & =\frac{U_{1}\left(s_{1}, s_{2}, s_{3}\right)}{V_{1}\left(s_{1}, s_{2}, s_{3}\right)}  \tag{1}\\
s_{2}^{\prime} & =\frac{U_{2}\left(s_{1}, s_{2}, s_{3}\right)}{V_{2}\left(s_{1}, s_{2}, s_{3}\right)} \\
s_{3}^{\prime} & =\frac{U_{3}\left(s_{1}, s_{2}, s_{3}\right)}{V_{3}\left(s_{1}, s_{2}, s_{3}\right)}
\end{align*}\right.
$$

where $U_{i}, V_{i} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$ for $i=1,2,3$. A rational solution of the system (1) is a 3 -tuple of rational functions $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ that satisfies the given system. Each rational solution of

[^0](1) represents a rational algebraic space curve for which the rational solution itself is a rational parametrization of the space curve. Such a rational algebraic space curve is implicitly defined by the intersection of two algebraic surfaces. Therefore, it is possible to compute a rational solution of (1) by finding the implicit rational algebraic space curve (i.e. the implicit defining equations of two algebraic surfaces such that this space curve is determined by their intersection) of the possible rational solutions first, and then choosing suitable parametrizations of the space curve which satisfy the differential system (1).

## 2 Invariant algebraic space curves of polynomial system of autonomous ODEs

Consider the trivariate polynomial system of autonomous ODEs

$$
\left\{\begin{array}{l}
s_{1}^{\prime}=P_{1}\left(s_{1}, s_{2}, s_{3}\right)  \tag{2}\\
s_{2}^{\prime}=P_{2}\left(s_{1}, s_{2}, s_{3}\right) \\
s_{3}^{\prime}=P_{3}\left(s_{1}, s_{2}, s_{3}\right),
\end{array}\right.
$$

where $P_{1}, P_{2}, P_{3} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$ with constant coefficients. It is a special case of trivariate rational system (1) of autonomous ODEs. In [9, sect. 6], we have introduced some nice properties of general polynomial system of autonomous ODEs. In particular, if $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ is a rational solution of polynomial system (2) of autonomous ODEs, then this solution defines a parametric space curve. Let

$$
\mathcal{I D}=\left\{K \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]: K\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0\right\}
$$

be the implicit ideal determined by this parametric space curve, then the basis $\mathbb{H}$ of the implicit ideal $\mathcal{I D}$ under the lexicographical order $s_{1}<s_{2}<s_{3}$ can be computed by the results in [8, sects. 3 and 4], where $\mathbb{H}=\left[H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right]$ and the leading term of $H_{i}$ is a power of $s_{i+1}$ with coefficient 1 for $i=1,2$. Furthermore, according to Proposition 22 in [9], there exists $W_{i, j} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$ such that

$$
\left\{\begin{array}{l}
H_{1 s_{1}} P_{1}+H_{1 s_{2}} P_{2}=H_{1} W_{1,1}+H_{2} W_{1,2} \\
H_{2 s_{1}} P_{1}+H_{2 s_{2}} P_{2}+H_{2 s_{3}} P_{3}=H_{1} W_{2,1}+H_{2} W_{2,2}
\end{array}\right.
$$

In this section, we present a method by using the same technique as in $[10,11]$ for computing the implicit equations of two algebraic surfaces $H_{1}\left(s_{1}, s_{2}\right)=0$ and $H_{2}\left(s_{1}, s_{2}, s_{3}\right)=0$ such that the possible rational solutions of polynomial system (2) of autonomous ODEs can be computed from the parametrization of the space curve determined by their intersection.

Let $\mathcal{K}$ be an algebraically closed field of characteristic $0, s_{1}<s_{2}<s_{3}$ be 3 ordered variables. For any polynomial $F \in \mathcal{K}\left[s_{1}, s_{2}, s_{3}\right] \backslash \mathcal{K}$, the biggest index $p$ such that the degree of $F$ in $s_{p}$ is greater than 0 is called the class of $F$, denoted by $\operatorname{cls}(F)$. Define $\operatorname{cls}(F)=0$ if $F \in \mathcal{K}$. Let $p=\operatorname{cls}(F)>0, s_{p}$ is called the leading variable of $F$, denoted by $\operatorname{lv}(F)$.

Definition 1. Let $\mathcal{I}=\left\langle H_{1}, H_{2}\right\rangle$ be a 1-dimensional ideal, where $\operatorname{lv}\left(H_{1}\right)=s_{2}$ and $\operatorname{lv}\left(H_{2}\right)=s_{3}$. An invariant algebraic space curve of trivariate polynomial system (2) of autonomous ODEs is an algebraic variety $\boldsymbol{Z}(\mathcal{I})$, such that

$$
\left\{\begin{array}{l}
H_{1 s_{1}} P_{1}+H_{1 s_{2}} P_{2}=H_{1} W_{1,1}+H_{2} W_{1,2} \\
H_{2 s_{1}} P_{1}+H_{2 s_{2}} P_{2}+H_{2 s_{3}} P_{3}=H_{1} W_{2,1}+H_{2} W_{2,2}
\end{array}\right.
$$

for some polynomial $W_{i, j} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right], i, j=1,2$.

Note that $\boldsymbol{Z}(\mathcal{I})=\boldsymbol{Z}\left(\left\langle H_{1}, H_{2}\right\rangle\right)=\boldsymbol{Z}\left(H_{1}, H_{2}\right)$. It can be seen from Definition 1 that $H_{1 s_{1}} P_{1}+$ $H_{1 s_{2}} P_{2}, H_{2 s_{1}} P_{1}+H_{2 s_{2}} P_{2}+H_{2 s_{3}} P_{3} \in \mathcal{I}$. This refers to the ideal membership problem. We can solve it by the theory of Gröbner bases. Therefore, one way to compute $H_{1}$ and $H_{2}$ is by the undetermined coefficients method which is similar to the methods used for computing the formal solutions of first order ODEs in [10] and the invariant algebraic curves of planar polynomial differential system in [11]. In fact, if the degrees of $H_{1}$ and $H_{2}$ are given, the system of equations on the coefficients of $H_{1}$ and $H_{2}$ can be obtained by equating the normal form of $H_{1 s_{1}} P_{1}+H_{1 s_{2}} P_{2}$ and $H_{2 s_{1}} P_{1}+H_{2 s_{2}} P_{2}+H_{2 s_{3}} P_{3}$ modulo $\mathbb{G}$ to zero, where $\mathbb{G}$ is the Gröbner basis of the ideal $\mathcal{I}$. By solving the obtained system, we can get the defining polynomials of two surfaces $H_{1}=0$ and $H_{2}=0$, their intersection is the invariant algebraic space curve we want to find.

Example 2. Consider the trivariate polynomial system of autonomous ODEs

$$
\left\{\begin{array}{l}
s_{1}^{\prime}=s_{1} s_{3}-s_{2}  \tag{3}\\
s_{2}^{\prime}=2 s_{1}^{2}-s_{1} s_{2} \\
s_{3}^{\prime}=s_{1}^{2}
\end{array}\right.
$$

First, we look for an invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right)\right.$, $\left.H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$ satisfying $\operatorname{deg}\left(H_{1}\right)=\operatorname{deg}\left(H_{2}\right)=1$. Assume

$$
H_{1}=s_{2}+c_{1} s_{1}+c_{2}, \quad H_{2}=s_{3}+c_{3} s_{2}+c_{4} s_{1}+c_{5}
$$

Then the Gröbner basis of $\left\langle H_{1}, H_{2}\right\rangle$ with respect to the lexicographic order determined by $s_{1}<s_{2}<s_{3}$ is

$$
\mathbb{G}=\left[s_{2}+c_{1} s_{1}+c_{2}, s_{3}+\left(c_{4}-c_{3} c_{1}\right) s_{1}+c_{5}-c_{3} c_{2}\right]
$$

and

$$
\begin{aligned}
& H_{1 s_{1}} P_{1}+H_{1 s_{2}} P_{2}=c_{1} s_{3} s_{1}-s_{2} s_{1}-c_{1} s_{2}+2 s_{1}^{2} \\
& H_{2 s_{1}} P_{1}+H_{2 s_{2}} P_{2}+H_{2 s_{3}} P_{3}=c_{4} s_{3} s_{1}-c_{3} s_{2} s_{1}-c_{4} s_{2}+\left(2 c_{3}+1\right) s_{1}^{2}
\end{aligned}
$$

The normal form of $H_{1 s_{1}} P_{1}+H_{1 s_{2}} P_{2}$ and $H_{2 s_{1}} P_{1}+H_{2 s_{2}} P_{2}+H_{2 s_{3}} P_{3}$ modulo $\mathbb{G}$ are

$$
\left(c_{1}-c_{1} c_{4}+c_{1}^{2} c_{3}+2\right) s_{1}^{2}+\left(c_{1}^{2}+c_{2}-c_{1} c_{5}+c_{1} c_{2} c_{3}\right) s_{1}+c_{1} c_{2}
$$

and

$$
\left(c_{1} c_{3}-c_{4}^{2}+c_{1} c_{3} c_{4}+2 c_{3}+1\right) s_{1}^{2}+\left(c_{1} c_{4}+c_{2} c_{3}-c_{4} c_{5}+c_{2} c_{3} c_{4}\right) s_{1}+c_{2} c_{4}
$$

respectively. Therefore, the algebraic system of equations on the coefficients of $H_{1}$ and $H_{2}$ is

$$
\left\{\begin{array}{l}
c_{1}-c_{1} c_{4}+c_{1}^{2} c_{3}+2=0 \\
c_{1}^{2}+c_{2}-c_{1} c_{5}+c_{1} c_{2} c_{3}=0 \\
c_{1} c_{2}=0 \\
c_{1} c_{3}-c_{4}^{2}+c_{1} c_{3} c_{4}+2 c_{3}+1=0 \\
c_{1} c_{4}+c_{2} c_{3}-c_{4} c_{5}+c_{2} c_{3} c_{4}=0 \\
c_{2} c_{4}=0
\end{array}\right.
$$

By solving this system, we obtain the following solution

$$
\left\{c_{1}=-1, c_{2}=0, c_{3}=-1-c_{4}, c_{4}=c_{4}, c_{5}=-1\right\}
$$

i.e.

$$
\begin{equation*}
H_{1}=s_{2}-s_{1}, \quad H_{2}=s_{3}-\left(1+c_{4}\right) s_{2}+c_{4} s_{1}-1 \tag{4}
\end{equation*}
$$

Now we ask for an invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}^{\prime}\left(s_{1}, s_{2}\right), H_{2}^{\prime}\left(s_{1}, s_{2}, s_{3}\right)\right)$ such that $\operatorname{deg}\left(H_{1}^{\prime}\right)=$ $2, \operatorname{deg}\left(H_{2}^{\prime}\right)=1$. Let

$$
\begin{equation*}
H_{1}^{\prime}=s_{2}+c_{1} s_{1}^{2}+c_{2} s_{1}+c_{3}, \quad H_{2}^{\prime}=s_{3}+c_{4} s_{2}+c_{5} s_{1}+c_{6} \tag{5}
\end{equation*}
$$

then the following solutions are computed by using the same procedure as above

$$
\begin{aligned}
& \left\{c_{1}=0, c_{2}=-1, c_{3}=0, c_{4}=-1-c_{5}, c_{5}=c_{5}, c_{6}=-1\right\} \\
& \left\{c_{1}=3 / 2, c_{2}=-4, c_{3}=0, c_{4}=0, c_{5}=2, c_{6}=-4\right\}
\end{aligned}
$$

The first solution corresponds to the invariant algebraic space curve determined by (4), where $\operatorname{deg}\left(H_{1}\right)=\operatorname{deg}\left(H_{2}\right)=1$. For the second solution, it determines another invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$, where

$$
H_{1}^{\prime}=s_{2}+\frac{3}{2} s_{1}^{2}-4 s_{1}, \quad H_{2}^{\prime}=s_{3}+2 s_{1}-4
$$

In Example 2, we computed two invariant algebraic space curves, one of them is a space line determined by the intersection of surfaces $H_{1}=0$ and $H_{2}=0$, another is a space conic determined by the intersection of $H_{1}^{\prime}=0$ and $H_{2}^{\prime}=0$.

Remark 3. In fact, we need to consider the following two cases for computing the invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ such that $\operatorname{deg}\left(H_{1}^{\prime}\right)=2$ and $\operatorname{deg}\left(H_{2}^{\prime}\right)=1$,

$$
\left\{\begin{array} { l } 
{ H _ { 1 } ^ { \prime } = s _ { 2 } s _ { 1 } + c _ { 1 } s _ { 2 } + c _ { 2 } s _ { 1 } ^ { 2 } + c _ { 3 } s _ { 1 } + c _ { 4 } } \\
{ H _ { 2 } ^ { \prime } = s _ { 3 } + c _ { 5 } s _ { 2 } + c _ { 6 } s _ { 1 } + c _ { 7 } , }
\end{array} \left\{\begin{array}{l}
H_{1}^{\prime}=s_{2}^{2}+c_{1} s_{2} s_{1}+c_{2} s_{2}+c_{3} s_{1}^{2}+c_{4} s_{1}+c_{5} \\
H_{2}^{\prime}=s_{3}+c_{6} s_{2}+c_{7} s_{1}+c_{8}
\end{array}\right.\right.
$$

But in these two cases, the obtained algebraic systems of equations on the coefficients of $H_{1}^{\prime}$ and $H_{2}^{\prime}$ have no solution. Therefore, the computed $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ in the Example 2 is the only invariant algebraic space curve satisfying $\operatorname{deg}\left(H_{1}^{\prime}\right)=2$ and $\operatorname{deg}\left(H_{2}^{\prime}\right)=1$.

## 3 Rational solutions of polynomial system of autonomous ODEs

Let $\mathcal{C}$ be a space curve that is implicitly defined as

$$
\left\{\begin{array}{l}
f(x, y, z)=0  \tag{6}\\
g(x, y, z)=0
\end{array}\right.
$$

i.e. the intersection of two algebraic surfaces $f(x, y, z)=0$ and $g(x, y, z)=0$.

It is known that any space curve can be birationally projected onto a plane curve (see [6], p.155). In addition, the parametrization problem for the algebraic plane curves has been widely studied (e.g. [1,15]). Therefore, it is important to compute a projected plane curve such that the points on it are birational corresponding to the points of the original space curve $\mathcal{C}$ for computing the parametrization of rational space curve. In [2], Abhyankar and Bajaj presented a method for computing such a projected plane curve. In fact, the problem can be reduced to find an appropriate axis of projection. For example, if we choose $z$ axis as the project direction, it is valid when $\operatorname{res}_{z}(f, g)$ is not a power of irreducible polynomial. If the $z$ axis is not valid, we need to make a linear transformation of variables. The following general procedure may be adopted. First, compute the transformed equations $f_{1}\left(x_{1}, y_{1}, z_{1}\right)=0$ and $g_{1}\left(x_{1}, y_{1}, z_{1}\right)=0$ by substituting

$$
\left\{\begin{array}{l}
x=a_{1} x_{1}+b_{1} y_{1}+c_{1} z_{1} \\
y=a_{2} x_{1}+b_{2} y_{1}+c_{2} z_{1} \\
z=a_{3} x_{1}+b_{3} y_{1}+c_{3} z_{1}
\end{array}\right.
$$

into the equations of the two surfaces (6) defining the space curve $\mathcal{C}$, where $a_{i}, b_{i}, c_{i}$ are selected such that the determinant of them is nonzero. Then the resultant of $f_{1}$ and $g_{1}$ with respect to $z_{1}$ (denoted by $\left.\operatorname{res}_{z_{1}}\left(f_{1}, g_{1}\right)\right)$ is our required projected plane curve when it is not a power of irreducible polynomial. This condition can be achieved by choosing the different linear transformations. In fact, a suitable random choice of coefficients $a_{i}, b_{i}, c_{i}$ can ensure that the projected plane curve $\operatorname{res}_{z_{1}}\left(f_{1}, g_{1}\right)$ is in birational correspondence with the original space curve $\mathcal{C}$ and thus of the same genus.

Example 4. Consider the space curve defined by the intersection

$$
\left\{\begin{array}{l}
H_{1}^{\prime}=s_{2}+\frac{3}{2} s_{1}^{2}-4 s_{1}=0 \\
H_{2}^{\prime}=s_{3}+2 s_{1}-4=0
\end{array}\right.
$$

in Example 2. Obviously, $\operatorname{res}_{s_{3}}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)=H_{1}^{\prime}$ is not a power of irreducible polynomial. It follows that $H_{1}^{\prime}=0$ is our required projected plane curve without making the linear transformation of variables. Therefore, it is birational corresponding to the original space curve $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$. Since $\left(x,-3 / 2 x^{2}+4 x\right)$ is a proper parametrization of $H_{1}^{\prime}=0$, the proper parametrization of the space curve $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ is $\left(x,-3 / 2 x^{2}+4 x,-2 x+4\right)$.

Similarly, consider the invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ in Example 2 determined by

$$
\left\{\begin{array}{l}
H_{1}=s_{2}-s_{1}=0 \\
H_{2}=s_{3}-\left(1+c_{4}\right) s_{2}+c_{4} s_{1}-1=0
\end{array}\right.
$$

we can get $(x, x, x+1)$ is a proper parametrization of $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$.
The parametrization of rational space curve in Example 4 didn't involve the linear transformation of variables. But this strategy is useful and feasible for the general cases. Although $\boldsymbol{Z}\left(\prod_{i} H_{1, i}, \prod_{j} H_{2, j}\right)$ can be decomposed into $\bigcup_{i, j} \boldsymbol{Z}\left(H_{1, i}, H_{2, j}\right)$, not all their irreducible components $\boldsymbol{Z}\left(H_{1, i}, H_{2, j}\right)$ can keep the property of invariant algebraic space curve. In other words, there may appear some components in the decomposition which are not the invariant algebraic space curves. Even if some components in the decomposition are the invariant algebraic space curves, we can compute them by setting the degree of $H_{1}$ and $H_{2}$ lower than before in the undetermined coefficients method. Therefore, from now on we only consider the invariant algebraic space curves determined by the irreducible polynomials.

Based on the above introduction, it is natural to generalize the relevant definitions and results for rational plane curves to the case of rational space curves. Moreover, the definition for the proper rational solutions in [11] can be generalized to the trivariate polynomial differential system as follows.

Definition 5. A rational solution of the trivariate polynomial system (2) of autonomous ODEs is called a proper rational solution if it is a proper rational parametrization of its corresponding invariant algebraic space curve. An invariant algebraic space curve of the trivariate polynomial differential system (2) is called a rational invariant algebraic space curve if it is a rational space curve, i.e. it has a rational parametrization.

Note that the proper rational solution $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ means not all rational functions in this solution are constant, i.e. at least one of the components is non-constant.

Lemma 6. Let $\mathcal{P}_{1}(t)$ be a proper parametrization of an affine rational space curve $\mathcal{C}$, and let $\mathcal{P}_{2}(t)$ be any other rational parametrization of $\mathcal{C}$.
(a) There exists a nonconstant rational function $R(t) \in \mathcal{K}(t)$ such that $\mathcal{P}_{2}(t)=\mathcal{P}_{1}(R(t))$.
(b) $\mathcal{P}_{2}(t)$ is proper if and only if there exists a linear rational function $L(t) \in \mathcal{K}(t)$ such that $\mathcal{P}_{2}(t)=\mathcal{P}_{1}(L(t))$.

Proof. Assume that $\varphi: \mathcal{C} \rightarrow \widehat{\mathcal{C}}$ is a birational projection between the space curve $\mathcal{C}$ and the plane curve $\widehat{\mathcal{C}}$. As $\varphi$ is birational, the rationality of $\mathcal{C}$ is consistent with that of $\widehat{\mathcal{C}}$. Let $\mathcal{P}_{1}(t)$ be a proper parametrization of rational space curve $\mathcal{C}$, then $\widehat{\mathcal{P}}_{1}(t)=\varphi\left(\mathcal{P}_{1}(t)\right)$ is a proper parametrization of rational plane curve $\widehat{\mathcal{C}}$. Similarly, let $\mathcal{P}_{2}(t)$ be any other rational parametrization of space curve $\mathcal{C}$, then $\widehat{\mathcal{P}}_{2}(t)=\varphi\left(\mathcal{P}_{2}(t)\right)$ is a parametrization of rational plane curve $\widehat{\mathcal{C}}$. According to Lemma 4.17 in [15], we have $\widehat{\mathcal{P}}_{2}(t)=\widehat{\mathcal{P}}_{1}(R(t))$, where $R(t) \in \mathcal{K}(t)$ is a nonconstant rational function. It follows that

$$
\mathcal{P}_{2}(t)=\varphi^{-1}\left(\widehat{\mathcal{P}}_{2}(t)\right)=\varphi^{-1}\left(\widehat{\mathcal{P}}_{1}(R(t))\right)=\mathcal{P}_{1}(R(t))
$$

This proves $(a)$. Since $\varphi$ is birational, $\mathcal{P}_{2}(t)$ is proper if and only if $\widehat{\mathcal{P}}_{2}(t)$ is proper. Therefore, it is easy to prove (b) by a similar argument.

In this following, we present a method for finding rational solutions of the trivariate polynomial system (2) of autonomous ODEs based on the proper parametrization of the invariant algebraic space curves.

Theorem 7. Any rational solution of the trivariate polynomial system (2) of autonomous ODEs is a proper rational solution.

Proof. Let $\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$ be a rational solution of the polynomial system (2) of autonomous ODEs and $\left\{H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right\}$ the basis of the implicit ideal $\mathcal{I D}$ under the lexicographical order $s_{1}<s_{2}<s_{3}$ determined by the parametric space curve $\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$. Then

$$
\left\{\begin{array}{l}
\widehat{s}_{1}^{\prime}(x)=P_{1}\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)  \tag{7}\\
\widehat{s}_{2}^{\prime}(x)=P_{2}\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right) \\
\widehat{s}_{3}^{\prime}(x)=P_{3}\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right) .
\end{array}\right.
$$

Let $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ be a proper parametrization of rational space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$. According to Proposition 6(a), there exists a nonconstant rational function $T(x)$, such that the two rational parametrizations of the same algebraic space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ have the following relation

$$
\left\{\begin{array}{l}
\widehat{s}_{1}(x)=s_{1}(T(x))  \tag{8}\\
\widehat{s}_{2}(x)=s_{2}(T(x)) \\
\widehat{s}_{3}(x)=s_{3}(T(x)) .
\end{array}\right.
$$

By (7) and (8), we have

$$
\left\{\begin{array}{l}
s_{1}^{\prime}(T(x)) \cdot T^{\prime}(x)=P_{1}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right) \\
s_{2}^{\prime}(T(x)) \cdot T^{\prime}(x)=P_{2}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right) \\
s_{3}^{\prime}(T(x)) \cdot T^{\prime}(x)=P_{3}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)
\end{array}\right.
$$

Note that at least one of rational functions $s_{1}(x), s_{2}(x)$ and $s_{3}(x)$ is non-constant. Therefore,

$$
T^{\prime}(x)= \begin{cases}\frac{P_{1}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{1}^{\prime}(T(x))}, & \text { if } s_{1}^{\prime}(x) \neq 0 \\ \frac{P_{2}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{2}^{\prime}(T(x))}, & \text { if } s_{2}^{\prime}(x) \neq 0 \\ \frac{P_{3}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{3}^{\prime}(T(x))}, & \text { if } s_{3}^{\prime}(x) \neq 0\end{cases}
$$

As $T(x)$ is unknown in above three autonomous differential equations which are of degree 1 with respect to $T^{\prime}(x)$, it follows from Theorem 2.7 and Corollary 3.11 in [7] that the rational solution $T(x)$ is a linear rational function. Therefore, $\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$ is a proper rational solution of the system (2) by Proposition 6(b).

From the constructive proof for Theorem 7, we get the following theorem immediately.
Theorem 8. Suppose that $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ is a rational invariant algebraic space curve of the trivariate polynomial system (2) of autonomous ODEs. Let $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ be an arbitrary proper rational parametrization of the space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$. Then the polynomial system (2) has a proper rational solution

$$
\widehat{s}_{1}(x)=s_{1}(T(x)), \quad \widehat{s}_{2}(x)=s_{2}(T(x)), \quad \widehat{s}_{3}(x)=s_{3}(T(x))
$$

corresponding to $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ if and only if there exists a linear rational transformation $T(x)=$ $\frac{a x+b}{c x+d}$ which is a rational solution of the following autonomous differential equation

$$
T^{\prime}(x)= \begin{cases}\frac{P_{1}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{1}^{\prime}(T(x))}, & \text { if } s_{1}^{\prime}(x) \neq 0 \\ \frac{P_{2}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{2}^{\prime}(T(x))}, & \text { if } s_{2}^{\prime}(x) \neq 0 \\ \frac{P_{3}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{3}^{\prime}(T(x))}, & \text { if } s_{3}^{\prime}(x) \neq 0\end{cases}
$$

In the following, an algorithm is given for computing the rational solutions of the polynomial system (2) of autonomous ODEs corresponding to the computed invariant algebraic space curves. Algorithm 1 always terminates and its correctness is guaranteed by Theorem 8.
Algorithm 1: Rational solutions of the trivariate polynomial system of autonomous ODEs
Input: Three polynomials $P_{1}\left(s_{1}, s_{2}, s_{3}\right), P_{2}\left(s_{1}, s_{2}, s_{3}\right), P_{3}\left(s_{1}, s_{2}, s_{3}\right) \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$, and the invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$, where $H_{1}$ and $H_{2}$ are irreducible.
Output: A rational solution of the polynomial system (2) corresponding to $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$.
if $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ is not a rational space curve then
return No rational solution corresponding to $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$;
else
compute a proper parametrization $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ of $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$;
if $s_{1}^{\prime}(x) \neq 0$ then
compute the rational solution $T(x)$ of the autonomous differential equation

$$
T^{\prime}(x)=\frac{P_{1}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{1}^{\prime}(T(x))} ;
$$

else if $s_{2}^{\prime}(x) \neq 0$ then
compute the rational solution $T(x)$ of the autonomous differential equation

$$
T^{\prime}(x)=\frac{P_{2}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{2}^{\prime}(T(x))} ;
$$

else
compute the rational solution $T(x)$ of the autonomous differential equation

$$
T^{\prime}(x)=\frac{P_{3}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{s_{3}^{\prime}(T(x))} ;
$$

end
if $T(x)$ is a linear rational function then return $\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)$;
else return No rational solution corresponding to $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$;
end
end

Example 9. Continue considering the trivariate polynomial system (3) of autonomous ODEs

$$
\left\{\begin{array}{l}
s_{1}^{\prime}=s_{1} s_{3}-s_{2} \\
s_{2}^{\prime}=2 s_{1}^{2}-s_{1} s_{2} \\
s_{3}^{\prime}=s_{1}^{2}
\end{array}\right.
$$

From Examples 2 and 4, we have known that $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ is an invariant algebraic space curve, where

$$
\left\{\begin{array}{l}
H_{1}^{\prime}=s_{2}+\frac{3}{2} s_{1}^{2}-4 s_{1} \\
H_{2}^{\prime}=s_{3}+2 s_{1}-4
\end{array}\right.
$$

and

$$
\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=\left(x,-\frac{3}{2} x^{2}+4 x,-2 x+4\right)
$$

is a proper parametrization of the space curve $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$. Since $s_{1}^{\prime}(x) \neq 0$, by solving the differential equation

$$
T^{\prime}(x)=\frac{s_{1}(T(x)) s_{3}(T(x))-s_{2}(T(x))}{s_{1}^{\prime}(T(x))}=-\frac{1}{2} T^{2}(x)
$$

we have

$$
T(x)=\frac{2}{x}
$$

It follows from Algorithm 1 that

$$
s_{1}(T(x))=\frac{2}{x}, \quad s_{2}(T(x))=-\frac{6}{x^{2}}+\frac{8}{x}, \quad s_{3}(T(x))=-\frac{4}{x}+4
$$

is a rational solution of the system (3) corresponding to $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$.
Similarly, according to the results in Example 4,

$$
\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=(x, x, x+1)
$$

is a proper parametrization of invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$, where

$$
\left\{\begin{array}{l}
H_{1}=s_{2}-s_{1} \\
H_{2}^{\prime}=s_{3}-\left(1+c_{4}\right) s_{2}+c_{4} s_{1}-1
\end{array}\right.
$$

Note that $s_{1}^{\prime}(x) \neq 0$, by solving the differential equation

$$
T^{\prime}(x)=\frac{s_{1}(T(x)) s_{3}(T(x))-s_{2}(T(x))}{s_{1}^{\prime}(T(x))}=T^{2}(x)
$$

we have

$$
T(x)=-\frac{1}{x}
$$

According to Algorithm 1,

$$
s_{1}(T(x))=-\frac{1}{x}, \quad s_{2}(T(x))=-\frac{1}{x}, \quad s_{3}(T(x))=-\frac{1}{x}+1
$$

is a rational solution of the system (3) corresponding to $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$.

## 4 Rational solutions of rational system of autonomous ODEs

In this section, the previous algorithm for computing the rational solutions of polynomial system of autonomous ODEs is generalized to the case of rational system of autonomous ODEs (1)

$$
\left\{\begin{aligned}
s_{1}^{\prime} & =\frac{U_{1}\left(s_{1}, s_{2}, s_{3}\right)}{V_{1}\left(s_{1}, s_{2}, s_{3}\right)} \\
s_{2}^{\prime} & =\frac{U_{2}\left(s_{1}, s_{2}, s_{3}\right)}{V_{2}\left(s_{1}, s_{2}, s_{3}\right)} \\
s_{3}^{\prime} & =\frac{U_{3}\left(s_{1}, s_{2}, s_{3}\right)}{V_{3}\left(s_{1}, s_{2}, s_{3}\right)}
\end{aligned}\right.
$$

where $U_{i}, V_{i} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$ for $i=1,2,3$.
Lemma 10. Each rational solution of the rational system (1) of autonomous ODEs defines a rational invariant algebraic space curve of the polynomial system of autonomous ODEs

$$
\left\{\begin{array}{l}
s_{1}^{\prime}=U_{1}\left(s_{1}, s_{2}, s_{3}\right) W_{1}\left(s_{1}, s_{2}, s_{3}\right)  \tag{9}\\
s_{2}^{\prime}=U_{2}\left(s_{1}, s_{2}, s_{3}\right) W_{2}\left(s_{1}, s_{2}, s_{3}\right) \\
s_{3}^{\prime}=U_{3}\left(s_{1}, s_{2}, s_{3}\right) W_{3}\left(s_{1}, s_{2}, s_{3}\right)
\end{array}\right.
$$

where $W_{i}=\frac{\operatorname{lcm}\left(V_{1}, V_{2}, V_{3}\right)}{V_{i}}, i=1,2,3$. Conversely, suppose that $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$ is a rational invariant algebraic space curve of the polynomial system (9) of autonomous ODEs, where $H_{1}$ and $H_{2}$ are irreducible. Let $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ be a rational parametrization of $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$. If $V_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$ for all $i=1,2,3$, and $H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$, then

$$
\left\{\begin{array}{l}
s_{1}^{\prime}(x) \cdot \frac{U_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=s_{2}^{\prime}(x) \cdot \frac{U_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}  \tag{10}\\
s_{1}^{\prime}(x) \cdot \frac{U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=s_{3}^{\prime}(x) \cdot \frac{U_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)} \\
s_{2}^{\prime}(x) \cdot \frac{U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=s_{3}^{\prime}(x) \cdot \frac{U_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}
\end{array}\right.
$$

Proof. Let $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ be a rational solution of the rational system (1) of autonomous ODEs and $\left\{H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right\}$ the basis of the implicit ideal $\mathcal{I D}$ under the lexicographical order $s_{1}<s_{2}<s_{3}$ determined by the parametric space curve $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$. Then

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}(x), s_{2}(x)\right) \cdot s_{i}^{\prime}(x)=0 \\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot s_{i}^{\prime}(x)=0
\end{array}\right.
$$

It follows that

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}(x), s_{2}(x)\right) \cdot \frac{U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=0 \\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot \frac{U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=0
\end{array}\right.
$$

By clearing the denominators, we have

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}(x), s_{2}(x)\right) \cdot U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot W_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0 \\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot W_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0
\end{array}\right.
$$

where
$W_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=\frac{\operatorname{lcm}\left(V_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right), V_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right), V_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)\right)}{V_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}$.
Therefore,

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}, s_{2}\right) \cdot U_{i}\left(s_{1}, s_{2}, s_{3}\right) \cdot W_{i}\left(s_{1}, s_{2}, s_{3}\right)=H_{1} W_{1,1}+H_{2} W_{1,2} \\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}, s_{2}, s_{3}\right) \cdot U_{i}\left(s_{1}, s_{2}, s_{3}\right) \cdot W_{i}\left(s_{1}, s_{2}, s_{3}\right)=H_{1} W_{2,1}+H_{2} W_{2,2}
\end{array}\right.
$$

for some $W_{i, j} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$. It follows from Definition 1 that $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ is a rational invariant algebraic space curve of trivariate polynomial system (9) of autonomous ODEs.

Conversely, if $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$ is a rational invariant algebraic space curve of the polynomial system (9) of autonomous ODEs, then we have

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}, s_{2}\right) \cdot U_{i}\left(s_{1}, s_{2}, s_{3}\right) \cdot W_{i}\left(s_{1}, s_{2}, s_{3}\right)=H_{1} W_{1,1}+H_{2} W_{1,2} \\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}, s_{2}, s_{3}\right) \cdot U_{i}\left(s_{1}, s_{2}, s_{3}\right) \cdot W_{i}\left(s_{1}, s_{2}, s_{3}\right)=H_{1} W_{2,1}+H_{2} W_{2,2}
\end{array}\right.
$$

for some $W_{i, j} \in \overline{\mathbb{Q}}\left[s_{1}, s_{2}, s_{3}\right]$. Let $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ be a parametrization of $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$, then

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}(x), s_{2}(x)\right) \cdot U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot W_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0  \tag{11}\\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot W_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0
\end{array}\right.
$$

On the other hand, it follows from $H_{1}\left(s_{1}(x), s_{2}(x)\right)=0$ and $H_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0$ that

$$
\left\{\begin{array}{l}
\sum_{i=1}^{2} H_{1 s_{i}}\left(s_{1}(x), s_{2}(x)\right) \cdot s_{i}^{\prime}(x)=0  \tag{13}\\
\sum_{i=1}^{3} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \cdot s_{i}^{\prime}(x)=0
\end{array}\right.
$$

Note that $\left(H_{1 s_{1}}\left(s_{1}(x), s_{2}(x)\right), H_{1 s_{2}}\left(s_{1}(x), s_{2}(x)\right) \neq(0,0)\right.$, i.e. the system determined by (11) and (13) has the non-zero solution. It follows that the determinant of coefficients matrix is equal to 0, i.e.

$$
\left|\begin{array}{cc}
U_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) & U_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)  \tag{15}\\
s_{1}^{\prime}(x) & s_{2}^{\prime}(x)
\end{array}\right|=0 .
$$

Now, we need to prove

$$
\left|\begin{array}{cc}
U_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) & U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \\
s_{1}^{\prime}(x) & s_{3}^{\prime}(x)
\end{array}\right|=0,
$$

and

$$
\left|\begin{array}{cc}
U_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) & U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)  \tag{16}\\
s_{2}^{\prime}(x) & s_{3}^{\prime}(x)
\end{array}\right|=0 .
$$

In fact, for the system determined by (12) and (14), we consider the following two cases.

1. $U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0$ and $s_{3}^{\prime}(x)=0$. The conclusion is obvious.
2. $U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$ or $s_{3}^{\prime}(x) \neq 0$. In this case, it is equivalent to consider the following system

$$
\left\{\begin{array}{c}
\sum_{i=1}^{2} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) U_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)  \tag{17}\\
=-H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \\
\sum_{i=1}^{2} H_{2 s_{i}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) s_{i}^{\prime}(x)=-H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) s_{3}^{\prime}(x)
\end{array}\right.
$$

According to $H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$ and the condition (15), we claim that

$$
\left(H_{2 s_{1}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right), H_{2 s_{2}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)\right) \neq(0,0)
$$

In fact, if $H_{2 s_{1}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=H_{2 s_{2}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0$, then

$$
\left\{\begin{array}{l}
H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) W_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0 \\
H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) s_{3}^{\prime}(x)=0
\end{array}\right.
$$

It follows that $H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)=0$. This is a contradiction. Therefore, $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ satisfies (16) according to (15).

Note that $V_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$ for all $i=1,2,3$. It follows from (15) and (16) that

$$
\left\{\begin{array}{l}
s_{1}^{\prime}(x) \cdot \frac{U_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=s_{2}^{\prime}(x) \cdot \frac{U_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)} \\
s_{1}^{\prime}(x) \cdot \frac{U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=s_{3}^{\prime}(x) \cdot \frac{U_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{1}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)} \\
s_{2}^{\prime}(x) \cdot \frac{U_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{3}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}=s_{3}^{\prime}(x) \cdot \frac{U_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}{V_{2}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)}
\end{array}\right.
$$

The Lemma is proved.
Remark 11. The conditions $V_{i}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$ and $H_{2 s_{3}}\left(s_{1}(x), s_{2}(x), s_{3}(x)\right) \neq 0$ mean $V_{i}, H_{2 s_{3}} \notin\left\langle H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right\rangle$.

It can be seen from Lemma 10 that the differential systems (1) and (9) define the same set of invariant algebraic space curves under certain conditions. Therefore, the system (9) is called the associated polynomial differential system of the rational system (1) of autonomous ODEs. Each invariant algebraic space curve of the associated polynomial differential system is also called an invariant algebraic space curve of the rational system of autonomous ODEs.

Based on the previous preparation, we have the following theorem for computing the rational solutions of rational system of autonomous ODEs.

Theorem 12. (a) Any rational solution of rational system (1) of autonomous ODEs is a proper rational solution.
(b) Let $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$ be a rational invariant algebraic space curve of the rational system (1) of autonomous ODEs such that $V_{i}, H_{2 s_{3}} \notin\left\langle H_{1}, H_{2}\right\rangle$ for all $i=1,2,3$, and $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ be an arbitrary proper rational parametrization of the space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$. Then the system (1) has a proper rational solution

$$
\widehat{s}_{1}(x)=s_{1}(T(x)), \quad \widehat{s}_{2}(x)=s_{2}(T(x)), \quad \widehat{s}_{3}(x)=s_{3}(T(x))
$$

corresponding to $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ if and only if there exists a linear rational transformation $T(x)=$ $\frac{a x+b}{c x+d}$ which is a rational solution of the following autonomous differential equation

$$
T^{\prime}(x)= \begin{cases}\frac{U_{1}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{V_{1}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right) \cdot s_{1}^{\prime}(T(x))}, & \text { if } s_{1}^{\prime}(x) \neq 0  \tag{18}\\ \frac{U_{2}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{V_{2}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right) \cdot s_{2}^{\prime}(T(x))}, & \text { if } s_{2}^{\prime}(x) \neq 0 \\ \frac{U_{3}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{V_{3}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right) \cdot s_{3}^{\prime}(T(x))}, & \text { if } s_{3}^{\prime}(x) \neq 0\end{cases}
$$

Proof. The proof of $(a)$ is similar to that of Theorem 7. (b) is obvious by the constructive proof of (a).

Now the problem for computing the rational solution of rational system (1) of autonomous ODEs is reduced to finding a rational solution of the autonomous differential equation (18). In fact, we have the following theorem about the linear rational solvability of the equation (18).

Theorem 13. Let $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$ be a rational invariant algebraic space curve of the rational system (1) of autonomous ODEs such that $V_{i}, H_{2 s_{3}} \notin\left\langle H_{1}, H_{2}\right\rangle$ for all $i=1,2,3$. If $\mathcal{P}=\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ and $\widehat{\mathcal{P}}=\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$ are two different proper parametrizations of $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$, then

$$
\begin{equation*}
T_{1}^{\prime}(x)=\frac{U_{i}\left(s_{1}\left(T_{1}(x)\right), s_{2}\left(T_{1}(x)\right), s_{3}\left(T_{1}(x)\right)\right)}{V_{i}\left(s_{1}\left(T_{1}(x)\right), s_{2}\left(T_{1}(x)\right), s_{3}\left(T_{1}(x)\right)\right) \cdot s_{i}^{\prime}\left(T_{1}(x)\right)} \tag{19}
\end{equation*}
$$

has a linear rational solution $T_{1}(x)$ if and only if

$$
\begin{equation*}
T_{2}^{\prime}(x)=\frac{U_{i}\left(\widehat{s}_{1}\left(T_{2}(x)\right), \widehat{s}_{2}\left(T_{2}(x)\right), \widehat{s}_{3}\left(T_{2}(x)\right)\right)}{V_{i}\left(\widehat{s}_{1}\left(T_{2}(x)\right), \widehat{s}_{2}\left(T_{2}(x)\right), \widehat{s}_{3}\left(T_{2}(x)\right)\right) \cdot s_{i}^{\prime}\left(T_{2}(x)\right)} \tag{20}
\end{equation*}
$$

has a linear rational solution $T_{2}(x)$. Moreover, $\mathcal{P}=\widehat{\mathcal{P}} \circ T_{2} \circ T_{1}^{-1}$.
Proof. Assume that $T_{1}(x)$ is a linear rational solution of (19). Then the rational solution of the system (1) corresponding to $\boldsymbol{Z}\left(H_{1}\left(s_{1}, s_{2}\right), H_{2}\left(s_{1}, s_{2}, s_{3}\right)\right)$ is $\left(s_{1}\left(T_{1}(x)\right), s_{2}\left(T_{1}(x)\right), s_{3}\left(T_{1}(x)\right)\right)$. According to Theorem 12(a), $\left(s_{1}\left(T_{1}(x)\right), s_{2}\left(T_{1}(x)\right), s_{3}\left(T_{1}(x)\right)\right)$ is a proper rational solution. As $\widehat{\mathcal{P}}=\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$ is a proper parametrization of the same space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$, there exists a linear rational function $T_{2}(x)$, such that

$$
\left\{\begin{array}{l}
s_{1}\left(T_{1}(x)\right)=\widehat{s}_{1}\left(T_{2}(x)\right)  \tag{21}\\
s_{2}\left(T_{1}(x)\right)=\widehat{s}_{2}\left(T_{2}(x)\right) \\
s_{3}\left(T_{1}(x)\right)=\widehat{s}_{3}\left(T_{2}(x)\right)
\end{array}\right.
$$

It follows that

$$
\left\{\begin{array}{l}
s_{1}^{\prime}\left(T_{1}(x)\right) \cdot T_{1}^{\prime}(x)=\widehat{s}_{1}^{\prime}\left(T_{2}(x)\right) \cdot T_{2}^{\prime}(x) \\
s_{2}^{\prime}\left(T_{1}(x)\right) \cdot T_{1}^{\prime}(x)=\widehat{s}_{2}^{\prime}\left(T_{2}(x)\right) \cdot T_{2}^{\prime}(x) \\
s_{3}^{\prime}\left(T_{1}(x)\right) \cdot T_{1}^{\prime}(x)=\widehat{s}_{3}^{\prime}\left(T_{2}(x)\right) \cdot T_{2}^{\prime}(x)
\end{array}\right.
$$

Therefore, $T_{2}(x)$ is a linear rational solution of (20), and visa versa. Furthermore, it is obvious from (21) that $\mathcal{P}=\widehat{\mathcal{P}} \circ T_{2} \circ T_{1}^{-1}$.

It can be seen from Theorem 13 that the solvability of the linear rational solution of differential equation (18) does not depend on the choice of the proper parametrization of the invariant algebraic space curve. According to Theorem 13, we know that it is possible to get two different rational solutions from two different proper parametrizations of the same invariant algebraic space curve. In fact, they are related to each other by a shifting of the variable.

Theorem 14. Let $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ and $\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$ be two rational solutions of the trivariate rational system (1) of autonomous ODEs corresponding to the same invariant algebraic space curve. Then there exists a constant c such that

$$
\left(s_{1}(x+c), s_{2}(x+c), s_{3}(x+c)\right)=\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right) .
$$

Proof. According to Theorem 12(a) and Definition 5, $\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ and $\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$ are two proper parametrizations of the same invariant algebraic space curve. Therefore, there exists a linear rational function $T(x)$ such that

$$
\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)=\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)
$$

It follows that
$s_{i}^{\prime}(T(x)) T^{\prime}(x)=\widehat{s}_{i}^{\prime}(x)=\frac{U_{i}\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)}{V_{i}\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)}=\frac{U_{i}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}{V_{i}\left(s_{1}(T(x)), s_{2}(T(x)), s_{3}(T(x))\right)}=s_{i}^{\prime}(T(x))$.
Assume that $s_{1}^{\prime}(x) \neq 0$ without loss of generality, then $T^{\prime}(x)=1$. By solving this differential equation, we have $T(x)=x+c$ for some constant $c$. The theorem is proved.

Remark 15. In fact, the transformation from one solution into another one in Theorem 14 can be computed. Let $\mathcal{P}=\left(s_{1}(x), s_{2}(x), s_{3}(x)\right)$ and $\widehat{\mathcal{P}}=\left(\widehat{s}_{1}(x), \widehat{s}_{2}(x), \widehat{s}_{3}(x)\right)$. By considering these two rational solutions as the proper parametrizations, then $\widehat{\mathcal{P}} \circ \mathcal{P}^{-1}$ is the transformation from $\mathcal{P}$ to $\widehat{\mathcal{P}}$ and $\mathcal{P} \circ \widehat{\mathcal{P}}^{-1}$ is the transformation from $\widehat{\mathcal{P}}$ to $\mathcal{P}$, where $*^{-1}$ represents the inverse of the parametrization.

## 5 Conclusion and future work

In this paper, we generalize the method in [11] for computing the rational solutions of the bivariate rational system of autonomous ODEs to the case of the trivariate rational system of autonomous ODEs. According to the birational correspondence between space curve and plane curve, we extend the properties of rational parametrization for the plane curve to the space curve. Our method is mainly based on the proper parametrization of invariant algebraic space curve and the linear rational transformation between two proper parametrizations of the same algebraic space curve. It can compute the explicitly rational solutions corresponding to the invariant algebraic space curves of trivariate rational system of autonomous ODEs. Moreover, the relationship is studied between different rational solutions corresponding to the same invariant algebraic space curve.

The following are several problems arising in the process of the generalization for finding the rational general solution of high order non-autonomous ODEs.
(a) Note that the generalization for reducing the problem in [9] is mainly based on the proper parametrization of hypersurfaces. Because not every unirational hypersurface can be properly parametrized [3], we only consider hypersurfaces which have a proper parametrization. In fact, the theorem of Lüroth is very relevant in the curve case, since it implies that unirationality is equivalent to rationality. This equivalence also holds for surfaces, the relevant theorem is due to Castelnuovo $[4,16]$. But this equivalence does not hold for hypersurfaces in dimension greater than 3. It means even when the base field is the complex number field $\mathbb{C}$ (indeed the algebraically closed field), there exist improper parametric equations that do not have a proper reparametrization. Therefore, the problem is how to decide whether a given rational algebraic hypersurface has a proper parametrization? Does there exist a method for deciding the rationality of some special hypersurfaces? Are there interesting families of rational hypersurfaces? Actually, the method for checking whether a given parametrization of hypersurfaces is proper has been presented by Gao in [8].
(b) For the first order non-autonomous ODEs, Ngô and Winkler [14] used the degree bound of the invariant algebraic curves of the associated system in the non-dicritical case by the result in [5]. This degree bound ensures the termination of the algorithm in the case of non-dicritical singularities. In fact, the degree bound of $H_{i}$ may be derived according to Proposition 21 in [9] for the linear system of autonomous ODEs. This proposition is a generalization of Ngô and Winkler's conclusion in [12,13]. But for the nonlinear system of autonomous ODEs, it is still an open problem for getting the degree bound of invariant algebraic space curves.
(c) When we compute the invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ with the fixed degree by using the undetermined coefficient method, it is necessary to choose the "good" pairs of $\left(H_{1}, H_{2}\right)$ before our computation. Here, "good" means its corresponding system of equations has a solution. For example, we only use the $H_{1}^{\prime}$ and $H_{2}^{\prime}$ with the form (5) when the invariant algebraic space curve $\boldsymbol{Z}\left(H_{1}^{\prime}, H_{2}^{\prime}\right)$ satisfies $\operatorname{deg}\left(H_{1}^{\prime}\right)=2$ and $\operatorname{deg}\left(H_{2}^{\prime}\right)=$ 1 in Example 2. In fact, the other pairs of $\left(H_{1}, H_{2}\right)$ listed in Remark 3 are not very useful because their corresponding systems of equations on the coefficients of $H_{i}^{\prime}$ have no solution. If it is difficult to choose all the "good" pairs of $\left(H_{1}, H_{2}\right)$, can we select some pairs before our computation such that their corresponding systems of equations are likely to have solutions? How many "usable" pairs exist? Furthermore, if we get some solutions from these usable pairs of $\left(H_{1}, H_{2}\right)$, it is also necessary to choose the solutions such that $\boldsymbol{Z}\left(H_{1}, H_{2}\right)$ is a rational space curve and $H_{i}$ is irreducible. In fact, it is possible to get the same invariant algebraic space curve from different solutions. The problem is how to discard the solutions which don't satisfy the conditions more efficiently?
(d) In fact, the undetermined coefficient method for computing the invariant algebraic space curve is not efficient because it needs to solve the system of equations. With the increase of the degree, it is more difficult to solve the obtained system of equations. Therefore, it would be better to find other methods for computing the rational invariant algebraic space curves directly.

These are the problems we encounter in the generalization to the trivariate (and also multivariate) case. It would be very interesting to develop methods for solving some of the above problems in the future.

## Acknowledgment

We are grateful to Professor Franz Winkler, whose valuable suggestions and comments have helped to improve this report.

## References

[1] S. S. Abhyankar and C. L. Bajaj. Automatic parametrization of rational curves and surfaces III: algebraic plane curves. Computer Aided Geometric Design, 5: 390-321, 1988.
[2] S. S. Abhyankar and C. L. Bajaj. Automatic parametrization of rational curves and surfaces IV: algebraic space curves. ACM Transactions on Graphics, 8, no. 4: 325-334, 1989.
[3] M. Artin and D. Mumford. Some elementary examples of unirational varieties which are not rational. Proceedings of London Mathematical Society, 25(3): 75-95, 1972.
[4] G. Castelnuovo. Sulle superficie di genere zero. In Memoria scelte. Zanichelli: 307-334, 1939.
[5] M. M. Carnicer. The Poincaré problem in the nondicritical case. Annals of Mathematics, 140: 289-294, 1994.
[6] W. Fulton. Algebraic Curves: An Introduction to Algebraic Geomety. Addison Wesley, Redwood City, CA, 1989.
[7] R. Y. Feng, and X. S. Gao. A polynomial time algorithm for finding rational general solutions of first order autonomous ODEs. Journal of Symbolic Computation, 41: 739-762, 2006.
[8] X. S. Gao and S. C. Chou. Implicitization of rational parametric equations. Journal of Symbolic Computation, 14: 459-470, 1992.
[9] Y. Huang and L. X. C. Ngô. Rational general solutions of high order non-autonomous ODEs. Technical report no. 10-13 in RISC Report Series, Research Institute for Symbolic Computation, Johannes Kepler University, Linz, Austria, 2010.
[10] Yiu-Kwong Man. Computing closed form solutions of first order ODEs using the PrelleSinger procedure. Journal of Symbolic Computation, 16: 423-443, 1993.
[11] L. X. C. Ngô. Finding rational solutions of rational systems of autonomous ODEs. Technical report no. 10-02 in RISC Report Series, Research Institute for Symbolic Computation, Johannes Kepler University, Linz, Austria, 2010.
[12] L. X. C. Ngô. Rational general solutions of first order non-autonomous parametric ODEs. Technical report no. 09-02 in RISC Report Series, Research Institute for Symbolic Computation, Johannes Kepler University, Linz, Austria, 2009.
[13] L. X. C. Ngô and F. Winkler. Rational general solutions of first order non-autonomous parametrizable ODEs, Journal of Symbolic Computation, 45: 1426-1441, 2010.
[14] L. X. C. Ngô and F. Winkler. Rational solutions of rational systems of autonomous ODEs, in preparation.
[15] J. R. Sendra, F. Winkler and S. Pérez-Díaz. Rational Algebraic Curves: A Computer Algebra Approach. Springer, Berlin, 2008.
[16] O. Zariski. On Castelnuovo's criterion of rationality $p_{a}=P_{2}=0$ of an algebraic surface. Illinois Journal of Mathematics, 2: 303-315, 1958.

# Technical Reports of the Doctoral Program <br> "Computational Mathematics" 

2010
2010-01 S. Radu, J. Sellers: Parity Results for Broken $k$-diamond Partitions and (2k+1)-cores March 2010. Eds.: P. Paule, V. Pillwein

2010-02 P.G. Gruber: Adaptive Strategies for High Order FEM in Elastoplasticity March 2010. Eds.: U. Langer, V. Pillwein

2010-03 Y. Huang, L.X.Châu Ngô: Rational General Solutions of High Order Non-autonomous ODEs June 2010. Eds.: F. Winkler, P. Paule
2010-04 S. Beuchler, V. Pillwein, S. Zaglmayr: Sparsity optimized high order finite element functions for H(div) on simplices September 2010. Eds.: U. Langer, P. Paule
2010-05 C. Hofreither, U. Langer, C. Pechstein: Analysis of a non-standard finite element method based on boundary integral operators September 2010. Eds.: B. Jüttler, J. Schicho
2010-06 M. Hodorog, J. Schicho: A symbolic-numeric algorithm for genus computation September 2010. Eds.: B. Jüttler, R. Ramlau

2010-07 M. Hodorog, J. Schicho: Computational geometry and combinatorial algorithms for the genus computation problem September 2010. Eds.: B. Jüttler, R. Ramlau
2010-08 C. Koukouvinos, V. Pillwein, D.E. Simos, Z. Zafeirakopoulos: A Note on the Average Complexity Analysis of the Computation of Periodic and Aperiodic Ternary Complementary Pairs October 2010. Eds.: P. Paule, J. Schicho
2010-09 V. Pillwein, S. Takacs: Computing smoothing rates of collective point smoothers for optimal control problems using symbolic computation October 2010. Eds.: U. Langer, P. Paule
2010-10 T. Takacs, B. Jüttler: Existence of Stiffness Matrix Integrals for Singularly Parameterized Domains in Isogeometric Analysis November 2010. Eds.: J. Schicho, W. Zulehner
2010-11 Y. Huang, L.X.Châu Ngô: Rational Solutions of a Rational System of Autonomous ODEs: Generalization to Trivariate Case and Problems November 2010. Eds.: F. Winkler, P. Paule

The complete list since 2009 can be found at https://www.dk-compmath.jku.at/publications/

# Doctoral Program <br> "Computational Mathematics" 

## Director:

Prof. Dr. Peter Paule<br>Research Institute for Symbolic Computation

## Deputy Director:

Prof. Dr. Bert Jüttler<br>Institute of Applied Geometry

## Address:

Johannes Kepler University Linz
Doctoral Program "Computational Mathematics"
Altenbergerstr. 69
A-4040 Linz
Austria
Tel.: ++43 732-2468-7174

## E-Mail:

office@dk-compmath.jku.at

## Homepage:

http://www.dk-compmath.jku.at


[^0]:    ${ }^{1}$ Email address: yanlihuang@smss.buaa.edu.cn, ngo.chau@risc.uni-linz.ac.at
    *This work has been supported by the China Scholarship Council and the Austrian Science Foundation (FWF) via the Doctoral Program "Computational Mathematics" (W1214), project DK11.

