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Abstract

We present, analyze and test locally stabilized space-time finite ele-
ment methods on fully unstructured simplicial space-time meshes for the
numerical solution of space-time tracking parabolic optimal control prob-
lems with the standard L2-regularization. We derive a priori discretization
error estimates in terms of the local mesh-sizes for shape-regular meshes.
The adaptive version is driven by local residual error indicators. We per-
form numerical tests for benchmark examples having different features. In
particular, we consider a discontinuous target in form of a first expanding
and then contracting ball in 3d that is fixed in the 4d space-time cylinder.
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1 Introduction

Let us consider the following space-time tracking optimal control problem: For
a given target function yd ∈ L2(Q) (desired state) and for some appropriately
chosen regularization (cost) parameter % > 0, find the state y ∈ Y and the
control u ∈ U minimizing the cost functional

J(y, u) =
1

2

∫
Q

|y − yd|2 dQ+
%

2
‖u‖2U (1)

subject to the linear parabolic initial-boundary value problem (IBVP)

∂ty − divx(ν∇xy) = u in Q, y = 0 on Σ, y = 0 on Σ0, (2)

∗The authors would like to thank the Austrian Science Fund (FWF) for the financial
support under the grant DK W1214-04.
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where Q := Ω× (0, T ), Σ := ∂Ω× (0, T ), Σ0 := Ω×{0}, T > 0 is the final time,
∂t denotes the partial time derivative, divx is the spatial divergence operator,
∇x is the spatial gradient, and the source term u on the right-hand side of the
parabolic PDE (2) serves as control. The spatial domain Ω ⊂ Rd, d = 1, 2, 3,
is supposed to be bounded and Lipschitz. The coefficient ν is assumed to be
uniformly positive and bounded, i.e., there exist positive constants ν1 and ν2

such that
0 < ν1 ≤ ν(x, t) ≤ ν2 for almost all (x, t) ∈ Q. (3)

For simplicity, we here consider only scalar coefficients, but it is clear that the
scalar coefficient ν can be replaced by a symmetric, and uniformly positive
definite and bounded d× d coefficient matrix.

In the standard setting, that was already investigated in the famous book by
J.L. Lions [34], the distributed control u is taken from U = L2(0, T ;L2(Ω)) =
L2(Q), and thus the cost of the control is also measured in the L2(Q)-norm
that mathematically serves as regularization term in (1). Since the state equa-
tion (2) has a unique solution y ∈ Y := Y0 = {v ∈ L2(0, T ;H1

0 (Ω)) : ∂tv ∈
L2(0, T ;H−1(Ω)), v = 0 on Σ0} = {v ∈ W (0, T ) : v = 0 on Σ0}, one can
conclude the existence of a unique control u ∈ U minimizing the cost func-
tional J(Su, u), where S is the solution operator mapping u ∈ U to the unique
solution y ∈ Y of (2); see, e.g., [34] and [50]. There is a huge number of pub-
lications devoted to the numerical solution of optimal control problems (1)–(2)
with the standard L2-regularization; see, e.g., [22, 50, 6]. The overwhelming
majority of the publications uses some time-stepping method or discontinuous
Galerkin method for the time discretization in combination with some space-
discretization method like the finite element method; see, e.g., [36, 37]. The
unique solvability of the optimal control problem can also be established by
showing that the optimality system (KKT system) has a unique solution, since
these problems are equivalent for quadratic cost functionals with linear con-
straints. In [33], the Banach-Nec̆as-Babus̆ka (BNB) theorem was applied to the
optimality system to show its well-posedness. We refer the reader to [7, The-
orem 3.6] and [15, Theorem 2.6] for the version of the BNB theorem, which
was used in [33], and to the original papers [40, 3]. Furthermore, the discrete
inf-sup condition, that does not follow from the inf-sup condition in the infinite-
dimensional setting, was established for continuous space-time finite element
discretizations on fully unstructured simplicial space-time meshes. The discrete
inf-sup condition implies stability of the discretization and a priori discretization
error estimates; see also [3, 4]. In connection with continuous space-time finite
element discretizations for parabolic optimal control problems, we would like to
mention the publications [18] and [39]. A comprehensive overview of space-time
methods for parabolic IBVP can be found in [48].

Beside the L2-regularization, other regularization respectively cost terms can
be chosen in order to obtain certain desired effects. We here only mention the
sparsity techniques where the L1 term µ‖u‖L1(Q) with the sparsity parameter
µ is added to the L2-regularization term and directional sparsity techniques
[45, 20, 11], control in measure spaces also leading to locally concentrated con-
trols [10], and the energy regularization where U = L2(0, T ;H−1(Ω)) [32]. The
energy regularization is motivated by applications in electrical engineering where
controls u from L2(0, T ;H−1(Ω)) are admissible, i.e. controls that are concen-
trated on spatial hypersurfaces. Furthermore, the observation can be restricted
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to some subset of the space-time cylinder Q including ΣT := Ω× {0} (observa-
tion at the terminal time), or the control can be restricted to some subset of Q
including the boundary Σ or some parts of Σ (control via Dirichlet, Neumann,
and Robin boundary conditions).

In this paper, we consider locally stabilized space-time finite element meth-
ods on fully unstructured simplicial space-time meshes for the numerical solu-
tion of the space-time tracking parabolic optimal control problem (1)–(2) with
the standard L2-regularization as model problem, although the space-time fi-
nite element technique presented in this paper can certainly be applied to other
optimal control problems as well. In our former works [29, 30, 30], we have
successfully applied the locally stabilized space-time finite element methods to
the state equation (2) with right-hand sides u from L2(Q) and with special dis-
tributional right-hand sides u from L2(0, T ;H−1(Ω)). In particular, we have
proposed adaptive space-time finite element schemes based on local error indi-
cators that are derived from the residual error indicator proposed in [47], and
Repin’s functional error estimator providing a guaranteed upper bound for any
admissible approximation [42]. In our note [31], we report on the first results
for globally stabilized space-time finite element methods applied to the opti-
mal control problem (1)–(2), but on quasi-uniform meshes characterized by a
global mesh-size parameter h. Here we use global time-upwind finite element
test functions vh+θh2∂tvh and qh−θh2∂tqh for constructing consistent finite el-
ement schemes approximating the reduced optimality system. We mention that
upwind test functions were introduced by Hughes and Brooks for construct-
ing stable finite element schemes for stationary convection-diffusion problems in
[23]. This stabilization technique is called SUPG, and was later used by Johnson
and Saranen [25] for transient problems; see also [24] for the related Galerkin
Least-Squares finite element methods, and [28, 5] for more recent papers on
these stabilization techniques. In the case of unstructured, but shape-regular
meshes naturally produced by adaptive schemes, one should replace the global
discretization parameter h by the local mesh-size hK that can be different for
every element K from the triangulation Th. This simple replacement of h by
hK works well for the state equation alone [29, 30, 30], but not for the reduced
optimality system. Therefore, in this paper, we introduce a differentiable mesh-
density function λh(x, t) in order to prove coercivity of the mesh-dependent
bilinear form ah(·, ·) that corresponds to the finite element scheme for the re-
duced optimality system. Coercivity together with Galerkin orthogonality and
extended boundedness immediately leads to a best-approximation estimate from
which one can derive convergence rate estimates by means of interpolation error
estimates under additional regularity assumptions. Now adaptivity can be per-
formed simultaneously in space and time on the basis of local error indicators.
We use the residual error indicator that was introduced for the state equation in
[47]. Finally, we have to solve one system of finite element equation for defining
all space-time unknowns all at once. The system matrix is non-symmetric, but
positive definite. We solve this system by means of a parallel version of the
flexible General Minimal Residual (FGMRES) method [43], preconditioned by
a block-diagonal algebraic multigrid (AMG) preconditioner. The parallelization
is relatively easy since it can be done simultaneously in space and time as known
from elliptic problems.

The remainder of the paper is organized as follows. Section 2 introduces
the basic notations and states some preliminary results on the solvability and
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the space-time discretization of the parabolic initial-boundary value problem
(2) that serves as state equation in the optimal control problem studied in
this paper. Section 3 states the reduced optimality system characterizing the
unique solution of the optimal control problem (1)–(2). The space-time finite
element discretization of the reduced optimality system is derived in Section 4.
In Section 5, we establish the coercivity of the bilinear form corresponding the
finite element scheme. A priori estimates of the discretization error are derived
in Section 6. Section 7 briefly describes the construction of simultaneous space-
time adaptive finite element schemes. The algebraic system corresponding to
the finite element scheme and the solver are presented in Section 8. Section 9
is devoted to the presentation and discussion of the numerical results. Finally,
we draw some conclusion and give an outlook in Section 10.

2 Preliminaries

Throughout the paper, we use the standard notations for Lebesgue spaces Lp(·)
and Sobolev spaces W k

p (·) respectively (resp.) Hk(·) = W k
2 (·) with the corre-

sponding norms resp. scalar products; see, e.g., [1]. Furthermore, we also use
Bochner spaces L2(0, T ;X) of square-integrable abstract functions, mapping the
time interval (0, T ) to the spatial Hilbert space X = L2(Ω), H1

0 (Ω), H−1(Ω), . . . ;
see, e.g., [34] for the precise definition of the spaces, norms and scalar products
as well as for the main properties.

The standard weak or variational formulation of the state equation (2) reads
as follows: Find y ∈ Y = Y0 := {y ∈ V : ∂ty ∈ V ∗, v = 0 on Σ0} such that

b(y, v) = 〈u, v〉Q ∀v ∈ V := L2(0, T ;H1
0 (Ω)) (4)

with the bilinear form b(·, ·) : Y × V −→ R, defined by the identity

b(y, v) :=

∫
Q

[
∂ty v + ν∇xy · ∇xv

]
dQ, ∀(y, v) ∈ Y × V, (5)

and the duality product 〈·, ·〉Q : V ∗ × V −→ R, and for given u ∈ V ∗. We
mention that the first integral in (5) has to be understood as duality pairing as
well since ∂ty, in general, belongs to V ∗. We also may integrate by parts with
respect to time. Then we can include the initial conditions as natural conditions
into the variational formulation, and we look for a weak solution y in H1,0

0 (Q)
with test function v from H1,1

0 (Q) vanishing on the top ΣT := Ω × {T} of the
space-time cylinder Q; see, e.g., [26]. The standard methods to show existence
and uniqueness are Galerkin’s method in space and a priori estimates. One can
also use the BNB theorem as it was done in [46]. Indeed, the bilinear form b(·, ·)
fulfills the following three conditions:

(BNB1) boundedness: |b(y, v)| ≤ cb‖y‖Y ‖v‖V ,

(BNB2) inf-sup condition: infy∈Y \{0} supv∈V \{0},
b(y,v)

‖u‖U ‖v‖V ≥ cinfsup > 0,

(BNB3) injectivity of B∗: ∀v ∈ V \ {0} ∃y ∈ Y : b(y, v) 6= 0,

that are sufficient and necessary for B : Y → V ∗ being an isomorphism, where
the operator B is defined by the bilinear form:

〈By, v〉Q = b(y, v) ∀(y, v) ∈ Y × V.
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Therefore, the solution operator S = B−1 is a well-defined bounded linear
operator from V ∗ onto Y . Moreover, if u ∈ L2(Q), then the unique solution y
belongs to the space

HL,1(Q) = {v ∈ H1(Q) : Lxv := −divx(ν∇xv) ∈ L2(Q)}

provided that the coefficient ν fulfills some additional conditions; see [13]. This
property is called maximal parabolic regularity. We mentioned that already
Ladyzhenskaya proved maximal parabolic regularity for the case ν = 1 in [26].
Until now many papers have been published on this topic; see, e.g., [17].

3 Optimality System

Eliminating the control u from the optimality system by means of the so-called
gradient equation p + %u = 0, we get the reduced optimality system the weak
form of which reads as follows: Find the state y ∈ Y0 and the adjoint state
p ∈ PT such that

%

∫
Q

[
∂ty v + ν∇xy · ∇xv

]
dQ+

∫
Q

p v dQ = 0, (6)

−
∫
Q

y q dQ+

∫
Q

[
− ∂tp q + ν∇xp · ∇xq

]
dQ = −

∫
Q

yd q dQ (7)

holds for v, q ∈ V , where PT := {p ∈ W (0, T ) : p = 0 on ΣT }. It is shown in
[33, Theorem 3.3] by means of the BNB theorem that the variational reduced
optimality system (6)–(7) is well-posed.

In addition to (3), we assume that the coefficient function ν(x, t) is of
bounded variation in t for almost all x ∈ Ω. Then we can conclude maximal
parabolic regularity for the parabolic equations (6) and (7) because the corre-
sponding right-hand sides − 1

%p and y− yd belong to L2(Q); see [13]. Therefore,

∂ty and Lxy := −divx(ν∇xy) as well as ∂tp and Lxp belong to L2(Q) too. In
this case, the variational reduced optimality system (6)–(7) can be rewritten in
the strong form as coupled forward and backward system of parabolic PDEs:
Find y ∈ Y0 ∩ HL,1(Q) and p ∈ PT ∩ HL,1(Q) such that the coupled PDE
optimality system

%
[
∂ty − divx(ν∇xy)

]
= −p in L2(Q), (8)

−∂tp− divx(ν∇xp) = y − yd in L2(Q) (9)

holds. Further regularity results for parabolic problems can be found, e.g., in [27]
and [16]. Later we need such regularity results for convergence rate estimates.

4 Space-time finite element discretization

We now use the PDE optimality system (8)–(9) as starting point for constructing
stable and consistent space-time finite element schemes on fully unstructured
simplicial triangulations of the space-time cylinder Q.

Thus, let us first consider a decomposition Th = {K} of Q into shape-regular
simplicial elements, i.e., Q =

⋃
K∈Th K, and K ∩K ′ = ∅ for all K and K ′ from
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Th with K 6= K ′; see, e.g., [7, 15] for more details. Once a shape-regular
triangulations is available, we define the space-time finite element spaces Y0h =
{yh ∈ Sk

h(Q) : yh = 0 on Σ∩Σ0} and PTh = {ph ∈ Sk
h(Q) : ph = 0 on Σ∩ΣT }.

The standard finite element space

Sk
h(Q) = {yh ∈ C(Q) : yh(xK(·)) ∈ Pk(K̂), ∀K ∈ Th}

consists of all continuous and piecewise polynomial functions (provided that
xK(·) is affine-linear), where xK(·) denotes the map from the reference element
K̂ (unit simplex) to the finite element K ∈ Th, and Pk(K̂) is the space of
polynomials of the degree k ∈ N := {1, 2, . . .} on the reference element K̂.

In addition to the assumptions made above, we further assume that ν is
piecewise smooth in the sense that divx(ν∇xwh)|K ∈ L2(K) for all wh from
Y0h or PTh and for all K ∈ Th. Now we multiply the first PDE (8) by a upwind
test function vh+θλ2

h∂tvh with vh ∈ Y0h, and the second one (9) by qh−θλ2
h∂tqh

with qh ∈ PTh, where θ is some positive scaling parameter and λh ∈W 1
∞(Q) is

a mesh-density function which we will choose later. Then, integrating over K,
integrating by parts in the elliptic terms where the scaling parameter θ does not
appear, and summing over all K ∈ Th, we arrive at the variational consistency
identity

ah(y, p; vh, qh) = `h(vh, qh) ∀(vh, qh) ∈ Y0h × PTh, (10)

with the combined bilinear and linear forms

ah(y, p; v, q) =
∑

K∈Th

∫
K

[
%
(
∂ty v + θλ2

h∂ty∂tv + ν∇xy · ∇xv + θλ2
hLxy ∂tv

)
+p(v + θλ2

h∂tv)− ∂tp q + θλ2
h∂tp∂tq + ν∇xp · ∇xq

−θλ2
hLxp ∂tq − y(q − θλ2

h∂tq)
]

dK, and (11)

`h(v, q) = −
∑

K∈Th

∫
K

yd(q − θλ2
h∂tq) dK, (12)

respectively. The continuous and piecewise differentiable mesh-density function
λh(x, t) should be chosen in such a way that the inequalities

0 < λ0hK ≤ λh(x, t) ≤ λ0hK and |∂tλh(x, t)| ≤ λ1 (13)

hold for all (x, t) ∈ K, K ∈ Th, and for all meshes under consideration, where
hK = diam(K), and λ0, λ0 and λ1 are some positive generic constants. We can
easily define the mesh density function λh(x, t) by means of the finite element
space S1

h(Q) = span{ϕi : i = 1, 2, . . . , nh}, spanned by the nodal basis functions
ϕi(x, t), as follows

λh(x, t) =

nh∑
i=1

hiϕi(x, t),

where hi denotes the average of the length of all edges meeting at the vertex
(xi, ti), i.e. the sum of the lengths divided by the number of these edges. We note
that λh((xi, ti)) = hi since ϕj((x

i, ti)) = δi,j , where δi,j denotes Kronecker’s
symbol. The conformity and the shape regularity of the mesh immediately
imply inequalities (13). The general discretization parameter h can be chosen
as (nh)−1/(d+1) or (Nh)−1/(d+1) or (Mh)−1/(d+1), where nh is the number of

6



vertices in Th, Nh = dimY0h and Mh = dimPTh. We note that hK = O(h) for
all K ∈ Th in the case of a (quasi) uniform mesh.

The consistent finite element scheme corresponding to (10) now reads as
follows: Find (yh, ph) ∈ Y0h × PTh such that

ah(yh, ph; vh, qh) = `h(vh, qh) ∀(vh, qh) ∈ Y0h × PTh. (14)

Subtracting (14) from (10), we immediately obtain the Galerkin orthogonality
relation

ah(y − yh, p− ph; vh, qh) = 0 ∀ (vh, qh) ∈ Y0h × PTh, (15)

which is crucial for deriving discretization error estimates.

5 Coercivity and unique solvability

We will now show that the bilinear ah is coercive on Y0h × PTh with respect to
the norm

‖(v, q)‖2h = ‖v‖2h,T + ‖q‖2h,0, (16)

for some suitably chosen scaling parameter θ, with

‖v‖2h,T = α%‖v(·, T )‖2L2(Ω) + %θ ‖λh∂tv‖2L2(Q) + %‖√ν∇xv‖2L2(Q) and

‖q‖2h,0 = α‖q(·, 0)‖2L2(Ω) + θ ‖λh∂tq‖2L2(Q) + ‖√ν∇xq‖2L2(Q),

where α is some positive parameter. We choose α = 1 if not stated otherwise.
First, we observe that the identity

ah(vh, qh; vh, qh) =
∑

K∈Th

∫
K

[
%
(
∂tvh vh + θλ2

h|∂tvh|2 + |√ν∇xvh|2

+ θλ2
hLxvh ∂tvh

)
+ qh(vh + θλ2

h∂tvh)− ∂tqh qh + θλ2
h|∂tqh|2

+ |√ν∇xqh|2 − θλ2
hLxqh ∂tqh − vh(qh − θλ2

h∂tqh)
]

dK

=
∑

K∈Th

∫
K

%
(
θλ2

h|∂tvh|2 + |√ν∇xvh|2 + θλ2
hLxvh ∂tvh

)
dK

+
∑

K∈Th

∫
K

(
θλ2

h|∂tqh|2 + |√ν∇xqh|2 − θλ2
hLxqh ∂tqh

)
dK

+
%

2
‖vh(·, T )‖2L2(Ω) +

1

2
‖qh(·, 0)‖2L2(Ω) −

∫
Q

2θλh∂tλhvhqhdQ (17)

is valid for all (vh, qh) ∈ Y0h × PTh. Here we have used the identities∫
Q

%∂tvh vhdQ =
%

2
‖vh(·, T )‖2L2(Ω), −

∫
Q

∂tqh qhdQ =
1

2
‖qh(·, 0)‖2L2(Ω),

and ∫
Q

θλ2
hvh∂tqh = −

∫
Q

θ∂t(λ
2
hvh)qhdQ+

∫
∂Q

θλ2
hvhqhds

= −
∫
Q

θλ2
h∂tvhqhdQ−

∫
Q

2θλh∂tλhvhqhdQ.
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We note that, in the latter identity, the boundary integral vanishes for all finite
element functions (vh, qh) from Y0h × PTh.

The special case that

1. k = 1 and ν = const on K for all K ∈ Th, and

2. ∂tλh = 0, e.g. uniform mesh hi = h, as considered in [31],

makes the terms with the second-order elliptic operator Lx and the last term in
(17) zero. Then the identity (17) gives

ah(vh, qh; vh, qh) = µc‖(v, q)‖2h ∀(vh, qh) ∈ Y0h × PTh

with µc = 1 provided that α is chosen as 0.5 in the definition of the norm (16),
i.e., the bilinear form is coercive on Y0h × PTh with the coercivity constant 1.

In the general case, we have to estimate these terms. Beside Cauchy’s and
Young’s inequalities, we need the generalized Friedrichs’ inequality

‖v‖L2(Q) ≤ cF(ν)‖√ν∇xv‖L2(Q) ∀v ∈ V = L2(0, T ;H1
0 (Ω)), (18)

where cF (ν) can obviously be estimated from above by the Friedrichs constant

cF,Ω of the spatial domain Ω times (ν1)−1/2, i.e. cF(ν) ≤ cF,Ω/ν
1/2
1 , and the

special inverse inequality

λmax,K := max
wh∈∇xSk

h(K)

(divx(νwh),divx(νwh))L2(K)

(
√
νwh,

√
νwh)L2(K)

≤ c2inv,Kh
−2
K , (19)

where λmax,K can be computed from a small generalized matrix eigenvalue prob-
lem for every finite element K ∈ Th [29]. The upper bound can be shown by
mapping K to the reference element K̂. Now, using these inequalities, we can
proceed to estimate (17) from below as follows:

ah(vh, qh; vh, qh) ≥ %

2
‖vh(·, T )‖2L2(Ω) +

1

2
‖qh(·, 0)‖2L2(Ω)

+
∑

K∈Th

∫
K

%
[
θλ2

h(1− 1

2ε
)|∂tvh|2 + (1− εθaK − θb%−1)|√ν∇xvh|2

]
dK

+
∑

K∈Th

∫
K

[
θλ2

h(1− 1

2ε
)|∂tvh|2 + (1− εθaK − θb)|

√
ν∇xvh|2

]
dK

≥ µc ‖(vh, qh)‖2h ∀ (vh, qh) ∈ Y0h × PTh, (20)

where ε and ε are positive parameters from Young’s inequalities, cF = cF(ν),

aK = 0.5λ
2

0c
2
inv,K , b = λ0λ1hc

2
F, and h = maxK∈Th hK . The coercivity constant

µc is positive for properly chosen positive parameters ε, ε, and θ. Indeed,
µc = 1/2, if ε = 1, ε = 1, and

0 < θ ≤ 1

2
min

{ %

%a+ b
,

1

a+ b

}
, (21)

with a = maxK∈Th aK .
The coercivity (20) of the bilinear form ah on Y0h×PTh immediately implies

that the finite element scheme (14) can only have one solution, but, in the finite
dimensional case, uniqueness yields existence. Thus, the space-time finite ele-
ment scheme (14) has a unique solution that can be determined via the solution
of corresponding algebraic system of finite element equations; see Section 8.
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Remark. In the case of a quasi-uniform mesh, formally defined by the setting
hK = h and hi = h, i.e. λh = h, ∂tλh = 0, and, therefore, λ0 = λ0 = 1 and
λ1 = 0, the coercivity estimate (20) yields the coercivity estimate presented in
[31]. We note that, for k = 1, Lxvh = Lxqh = 0 on K ∈ Th for all (vh, qh) ∈
Y0h × PTh provided that ν is elementwise constant.

6 A priori discretization error estimates

In order to derive a priori discretization error estimates, we first need to establish
the extended boundedness of the bilinear form

|ah(y, p; vh, qh)| ≤ µb‖(y, p)‖h,∗‖(vh, qh)‖h ∀(vh, qh) ∈ Y0h × PTh, (22)

and for all y ∈ Y0h + Y0 ∩HL,1(Q) and p ∈ PTh + PT ∩HL,1(Q), where

‖(y, p)‖2h,∗ = ‖(y, p)‖2h + % θ
∑

K∈Th
‖λhLxy‖2L2(K) + 3%θ−1‖λ−1

h y‖2Q

+θ
∑

K∈Th
‖λhLxp‖2L2(K) + 3θ−1‖λ−1

h p‖2Q.

The boundedness constant µb will be defined below. At first, using integration
by parts with respect to t, we get the identity

ah(y, p; vh, qh) =

∫
Q

p(vh + θλ2
h∂tvh) dQ+ %

∫
∂Q

yvhnt ds− %
∫
Q

y ∂tvh dQ

+%

∫
Q

(θλ2
h∂ty∂tvh + ν∇xy · ∇xvh)dQ+ %

∑
K∈Th

∫
K

θλ2
hLxy ∂tvh dK

−
∫
Q

y(qh − θλ2
h∂tqh) dQ−

∫
∂Q

pqhnt ds+

∫
Q

p ∂tqh dQ

+

∫
Q

(θλ2
h∂tp∂tqh + ν∇xp · ∇xqh)dQ−

∑
K∈Th

∫
K

θλ2
hLxp ∂tqh dK

that is valid for all (y, p) ∈ (Y0h + Y0 ∩HL,1(Q))× (PTh + PT ∩HL,1(Q)) and
(vh, qh) ∈ Y0h×PTh, and that is the starting point for estimating the right-hand
side from above. Indeed, Young’s and Cauchy’s inequalities, and the generalized
Friedrichs inequality (18), yield the following estimates:

ah(y, p; vh, qh) ≤ %‖y(·, T )‖Ω‖vh(·, T )‖Ω + %θ−1/2‖λ−1
h y‖Qθ1/2‖λh∂tvh‖Q

+%θ‖λh∂ty‖Q‖λh∂tvh‖Q + %‖√ν∇xy‖Q‖
√
ν∇xvh‖Q

+
( ∑
K∈Th

%θ‖λhLxy‖2K
)1/2( ∑

K∈Th
%θ‖λh∂tvh‖2K

)1/2

+θ−1/2‖λ−1
h p‖Qθ1/2‖λhvh‖Q + θ−1/2‖λ−1

h p‖Q θ3/2‖λ3
h∂tvh‖Q

+‖p(·, 0)‖Ω‖qh(·, 0)‖Ω + θ−1/2‖λ−1
h p‖Qθ1/2‖λh∂tqh‖Q

+θ‖λh∂tp‖Q‖λh∂tqh‖Q + ‖√ν∇xp‖Q‖
√
ν∇xqh‖Q

+
( ∑
K∈Th

θ‖λhLxp‖2K
)1/2( ∑

K∈Th
θ‖λh∂tqh‖2K

)1/2
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+%1/2θ−1/2‖λ−1
h y‖Q%−1/2θ1/2‖λhqh‖Q

+%1/2θ−1/2‖λ−1
h y‖Q%−1/2θ3/2‖λ3

h∂tqh‖Q

≤
[
%‖y(·, T )‖2Ω + %θ−1‖λ−1

h y‖2Q + %θ‖λh∂ty‖2Q + %‖√ν∇xy‖2Q
+%

∑
K∈Th

θ‖λhLxy‖2K + θ−1‖λ−1
h p‖2Q + θ−1‖λ−1

h p‖2Q

+‖p(·, 0)‖2Ω + θ−1‖λ−1
h p‖2Q + θ‖λh∂tp‖2Q + ‖√ν∇xp‖2Q

+
∑

K∈Th
θ‖λhLxp‖2K + %θ−1‖λ−1

h y‖2Q + %θ−1‖λ−1
h y‖2Q

]1/2

×
[
%‖vh(·, T )‖2Ω + %θ‖λh∂tvh‖2Q + %θ‖λh∂tvh‖2Q + %‖√ν∇xvh‖2Q
+%θ‖λh∂tvh‖2Q + θ‖λhvh‖2Q + θ2λ

4

0h
4θ‖λh∂tvh‖2Q

+‖qh(·, 0)‖2Ω + θ‖λh∂tqh‖2Q + θ‖λh∂tqh‖2Q + ‖√ν∇xqh‖2Q

+θ‖λh∂tqh‖2Q + %−1θ‖λhqh‖2Q + %−1θ2λ
4

0h
4θ‖λh∂tqh‖2Q

]1/2

≤
[
%‖y‖h,T + ‖p‖h,0 + %

∑
K∈Th

θ‖λhLxy‖2K +
∑

K∈Th
θ‖λhLxp‖2K

+(%+ %+ %)θ−1‖λ−1
h y‖2Q + (2 + 1)θ−1‖λ−1

h p‖2Q
]1/2

×
[
%‖vh(·, T )‖2Ω + (3%+ θ2λ

4

0h
4)θ‖λh∂tvh‖2Q

+(%+ θλ
2

0h
2cF (ν)2)‖√ν∇xvh‖2Q

+‖qh(·, 0)‖2Ω + (3 + %−1θ2λ
4

0h
4)θ‖λh∂tqh‖2Q

+(1 + %−1θλ
2

0h
2cF (ν)2)‖√ν∇xqh‖2Q

]1/2

≤ µb‖(y, p)‖h,∗‖(vh, qh)‖h

with µb = (max{3 + %−1θ2λ
4

0h
4, 1 + θλ

2

0h
2cF (ν)2%−1})1/2, where we use the

shorter notations ‖ ·‖D for the L2–norms ‖ ·‖L2(D). The following best-approxi-
mation error estimate is now an easy consequence of the Galerkin orthogonality
(15), the coercivity estimate (20), the extended boundedness estimate (22), and
the triangle inequality.

Theorem 1. Let us assume that the coefficient ν fulfills the conditions leading
to maximal parabolic regularity, i.e. the unique solution (y, p) of the optimality
system (8)–(9) belongs to the space Y0∩HL,1(Q)×PT ∩HL,1(Q). Furthermore,
let % be some fixed positive regularization parameter, and let θ be a fixed scaling
parameter such that condition (21) is satisfied. Then the discretization error
estimate

‖(y, p)−(yh, ph)‖h ≤ inf
(vh,qh)∈Y0h×PTh

(
‖(y, p)−(vh, qh)‖h+

µb

µc
‖(y, p)−(vh, qh)‖h,∗

)
(23)

holds, where (yh, ph) ∈ Y0h × PTh is the unique solution of the finite element
optimality system (14).
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Under additional regularity assumptions imposed on the solution (y, p), the
best-approximation error estimate (23) yields discretization error estimates in
terms of the mesh-sizes. Indeed, choosing vh = Ihy ∈ Y0h and qh = Ihp ∈ PTh in
the infimum at the right-hand side of (23), we can show the following theorem,
where Ih is the usual nodal finite element interpolation operator for sufficiently
smooth solutions y, p ∈ Hm+1(Q) ⊂ C(Q) with m + 1 > (d + 1)/2, or a quasi-
interpolation operator à la Clément [12] and Scott-Zhang [44] for low-regularity
solutions y, p ∈ Hm+1(Q) with m > 0; see also [8].

Theorem 2. Let the assumptions of Theorem 1 hold. We further assume that
all transformations xK(·) from the reference element K̂ to the physical finite
element K ∈ Th are affine-linear. Then, in the smooth case, when assuming
y, p ∈ {v ∈ Hm+1(Q) : v|K ∈ H`(K)∀K ∈ Th} for some ` ≥ m+ 1 > (d+ 1)/2,
we get the estimate

‖(y, p)−(yh, ph)‖h ≤
(
1+

µb

µc

)( ∑
K∈Th

h
2(s−1)
K (c1|y|2Hs(K) + c2|p|2Hs(K))

)1/2

(24)

with s = min{l, k+1} and some generic positive constants c1 and c2, whereas, in
the non-smooth case, when only assuming y, p ∈ Hm+1(Q) for some (d+1)/2 ≥
m+ 1 > 1, and ν∇xu ∈ (Hm(K))d, we arrive at the estimate

‖(y, p)− (yh, ph)‖h ≤
(
1 +

µb

µc

)( ∑
K∈Th

h
2(s−1)
K (c3N 2(y) + c4N 2(p))

)1/2

(25)

with s = min{m + 1, k + 1} = m + 1 ≤ (d + 1)/2 for d = 2, 3, and positive
generic constants c3 and c4, where

N 2(v) = |v|2Hs(SK) + |ν∇xv|2Hs−1(K) + h4−2s
K ‖divx(ν∇xv)‖2L2(K),

and SK := {K ′ ∈ Th : K ∩ K ′ 6= ∅} denotes the neighborhood of the simplex
K ∈ Th.

Proof. Using standard interpolation respectively quasi-interpolation error es-
timates (see, e.g., [12], [44], [8], and [21] for space interpolation in the case of
semi-norms), we can derive the discretization error estimates (24) and (25) from
the best-approximation error estimate (23) along the line of the proofs for the
state equations given in [29] and [30] for the smooth and non-smooth cases, re-
spectively. Indeed, in the norms of the right-hand side of (23), the same (quasi-)
interpolation error terms appear as in the corresponding best-approximation er-
ror estimates in [29] and [30].

We mention that the semi-norms in the estimates (24) and (25) have to be re-
placed by the corresponding full norms in the case of non-affine linear mappings
xK(·) from K̂ to K ∈ Th, e.g., if one uses the popular isoparametric elements
(k ≥ 2) or general non-linear mappings in order to represent (or approximate)
curved interfaces or boundaries. Regularity results for the solution (y, p) of
the optimality system (6)–(7) can be derived from known regularity results for
parabolic initial-boundary value problems [16, 26, 27] by simple bootstrapping
arguments. Here we always assume that the coefficient ν is as smooth as neces-
sary.
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In the case of low-regularity solutions when singularities in the time or/and
space derivatives appear, the convergence rate is affected by these singularities,
e.g., we observe O(hs−1) = O(hm) instead of O(h) for linear shape functions
(k = 1) if (y, p) only belongs to H1+m(Q), where s = min{1 + m, 2} = 1 + m
for 0 < m ≤ 1. The full rate O(h) can be recovered by mesh grading that was
already used for elliptic boundary value problems in early works by Oganesyan
and Rukhovets [41]; see also [2] for more recent results. However, in order to use
the mesh grading technique, we must know the strengths of the singularities and
their positions in space and time. Thus, in practice, one wants to implement an
adaptive finite element method (AFEM) that is based on local error indicators
and automatic adaptive mesh refinement. Such an adaptive finite element code
should do the same job as an a priori mesh grading.

7 Error indicators and adaptivity

In many practical applications, such low-regularity solutions can appear due
to discontinuous coefficients, reentrant corners in the computational domain,
changing boundary conditions, and missing compatibility of the boundary con-
ditions with the initial conditions. Discontinuous target states yd will lead to
steep gradients, in particular, for small regularization parameters %. We note
that the target yd can change discontinuously in space and time; cf. numerical
example from Subsection 9.2. Hence, for such kind of non-smooth problems,
it makes sense to use adaptive mesh refinements that are guided by local error
indicators based on a posteriori error indicators or even estimators. The un-
structured space-time approach considered in this paper allows for adaptivity in
space and time simultaneously. This is a huge advantage of fully unstructured
space-time techniques over the usual time-stepping methods or tensor-product
techniques.

In order to drive the adaptive process, we will use the error indicator of
residual type proposed by Steinbach and Yang in [47] for parabolic PDEs; see
also [33] for applications to parabolic optimal control problems. In particular,
given the finite element state yh and co-state ph, we compute the local indicator

η2
K(yh, ph) = η2

K,y(yh, ph) + η2
K,p(yh, ph),

where

η2
K,y(yh, ph) = h2

K‖%(∂tyh − divx(ν∇xyh)) + ph‖2K + hK‖%[[ν∇xyh]]‖2∂K and

η2
K,p(yh, ph) = h2

K‖yh − yd + ∂tph + divx(ν∇xyh)‖2K + hK‖[[ν∇xph]]‖2∂K

are nothing but the residual and jump terms of the coupled PDE optimality
system in strong form (8)–(9), respectively. Once we have computed the indi-
cators for each K ∈ Th, we determine a setMh of (almost) minimal cardinality
such that

σ
∑

K∈Th
η2
K(yh, ph) ≤

∑
K∈Mh

η2
K(yh, ph)

where σ ∈ (0, 1) is an a priori chosen bulk parameter. This marking strategy is
called Dörfler marking [14]. The elements of the setMh are then refined, where
we might have to refine additional elements in order to maintain the conformity
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and shape-regularity of the mesh; see, e.g., [35] and [49] for a bisection strategy
for simplices that works in any dimension. We use this bisection strategy for
our numerical experiments in Section 9 too.

8 Algebraic system and solvers

Let the finite element spaces Y0h = span{φj : j = 1, . . . , Nh} and PTh = {ψm :
m = 1, . . . ,Mh} be spanned by the standard nodal finite element basis. Then
each finite element function yh ∈ Y0h and ph ∈ PTh can the represented in the
form

yh =

Nh∑
j=1

yjφj and ph =

Mh∑
m=1

pmψm. (26)

Inserting (26) into (14), and testing with basis functions φ(i) and ψ(n), we obtain
one big linear system

Kh

(
yh

ph

)
=

(
0
fh

)
(27)

for determining the unknown coefficient vectors yh = (yj)j=1,...,Nh
∈ RNh and

ph = (pm)m=1,...,Mh
∈ RMh at once for the whole space time cylinder, where

fh = (`h(0, ψn))n=1,...,Mh
∈ RMh . The system matrix

Kh = (ah(φj , ψm;φi, ψn))m,n=1,...,Mh

i,j=1,...,Nh
=

(
Kyy Kyp

Kpy Kpp

)
(28)

obviously has a 2× 2 block structure with the blocks Kyy, Kyp, Kpy, and Kpp

defined by the identities

(Kyyyh,vh) = %

∫
Q

(
∂ty v + θλ2

h∂ty∂tv + ν∇xy · ∇xv + θλ2
hLxy ∂tv

)
dQ,

(Kypyh,qh) =

∫
Q

y(q − θλ2
h∂tq)dQ,

(Kpyph,vh) =

∫
Q

p(v + θλ2
h∂tv)dQ,

(Kppph,qh) =

∫
Q

(
−∂tp q + θλ2

h∂tp∂tq + ν∇xp · ∇xq − θλ2
hLxp ∂tq

)
dQ

for all coefficient vectors yh,vh ∈ RNh and ph,qh ∈ RMh corresponding to the
finite element functions y = yh, v = vh ∈ Y0h and p = ph, q = qh ∈ PTh via the
finite element isomorphism; cf. (26). Due to (20), the system matrix Kh as well
as the diagonal blocks Kyy and Kpp are non-symmetric, but positive definite.

Hence the linear system (27) is solved by the FGMRES method [43], precon-
ditioned by a block-diagonal AMG preconditioner Ch = blockdiag(Cyy,Cpp),
where Cyy = Kyy(I −Myy)−1 and Cpp = Kpp(I −Mpp)−1 with the AMG
iteration matrices Myy and Mpp resulting from one AMG V–cycles applied to
the diagonal blocks of Kh using zero initial guesses [19]. In the next section, we
test the performance of this AMG preconditioned FGMRES as single grid solver
starting with initial guess zero and stopping after reducing the initial residual
by the factor 10−8, and in the nested iteration setting where the initial guess for
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the refinement level ` + 1 is interpolated from the last iterate at the preceding
refinement level `. The nested iteration approach aims at stopping the iteration
when the corresponding discretization error is reached at level ` + 1; see, e.g.,
[19].

9 Numerical Results

We implemented the space-time finite element scheme (14) using MFEM [38],
a lightweight C++ library. The block-diagonal AMG preconditioner described
in Section 8 was realized by means of BoomerAMG, an AMG implementation
provided by the linear solver library hypre1. Both libraries allow for easy par-
allelization. We stop the AMG preconditioned FGMRES iterations once the
initial residual has been reduced by a factor of 10−8. In the nested iteration ap-
proach, we stop the iteration when the residual computed from the interpolated
coarse grid approximation is reduced by the factor 10−2 for linear elements, and
by 10−3 for quadratic and cubic elements.

The adaptive bulk parameter is always chosen as σ = 0.25. In the following,
we present the numerical results for two benchmark problems, which where al-
ready used in [33] and [31] as test problems, but for d = 2, i.e. Q ⊂ R3. Here we
show the corresponding numerical results for the 4-dimensional space-time cylin-
der Q decomposed into shape-regular four-dimensional simplices (pentatopes).

9.1 Smooth problem with explicitly known solution

As first benchmark, we consider the space-time domain Q = (0, 1)4, i.e., d = 3,
a constant diffusion coefficient ν ≡ 1, and the manufactured state, co-state, and
control

y(x, t) =

d∑
i=1

sin(xi π)
(
a t2 + b t

)
,

p(x, t) = −%
d∑

i=1

sin(xi π)
(
d π2 a t2 + (d π2 b+ 2 a)t+ b

)
and

u(x, t) =

d∑
i=1

sin(xi π)
(
d π2 a t2 + (d π2 b+ 2 a)t+ b

)
,

respectively, where a = −(2π2 + 1)/(2π2 + 2) and b = 1. The the desired
state yd is computed accordingly. This solution is highly smooth and has no
local features. Hence, we expect to observe the optimal convergence rates pre-
dicted by Theorem 2. In Fig. 1, we present the convergence history of uniform
refinements, for different polynomial degrees k, and a fixed regularization pa-
rameter % = 0.01. Indeed, we always obtain a rate of O(hk). Note that the
“bumps” in the convergence rates are due to the bisection algorithm, where
each uniform refinement only doubles the number of elements as opposed to
the usual procedure of uniform refinements that subdivides each pentatope into
16 subpentatopes. Additionally, we also performed strong scaling tests for our
AMG-preconditioned FGMRES solver; cf., Fig. 2. Here, we plot the solving

1https://computing.llnl.gov/projects/hypre-scalable-linear-solvers-multigrid-methods
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time (including the setup time of the AMG preconditioner) for three different
problem sizes, using linear elements for the left plot, and quadratic elements for
the right plot. We can observe that, for linear elements, we obtain almost opti-
mal scaling up to 64 cores, after which the speed up stagnates. This stagnation
is due to fact that the problem sizes for each processor are too small, such that
the parallel overhead is now the dominating factor. For quadratic elements, the
overall speed up is optimal until 128 cores. Then the parallel overhead again
affects the speed-up. We note that the size of the problems fitting to a sin-
gle core can vary greatly depending on the polynomial degree k. Indeed, the
biggest problem that we could solve on a single core has 2 084 994 dofs for linear
elements, compared to 16 596 226 dofs for quadratic elements. Finally, we also

103 104 105 106 107 108

10−4

10−3

10−2

10−1

#dofs

‖(y − yh, p− ph)‖h Convergence plot

k = 1
k = 2
k = 3

O(h1)
O(h2)
O(h3)

Fig. 1: Convergence rates in the mesh-dependent norm ‖(·, ·)‖h for different
polynomial degrees k.

1 2 4 8 16 32 64 128 256

1

10

100

# proc

time (s) FGMRES solving time (k = 1)

2 084 994 dofs 6 115 458 dofs 12 328 578 dofs optimal scaling

1 2 4 8 16 32 64 128 256

10

100

1,000

# proc

time (s) FGMRES solving time (k = 2)

9 305 730 dofs 16 596 226 dofs 32 324 866 dofs optimal scaling

Fig. 2: Strong scaling results of the block-AMG preconditioned FGMRES for
fixed problem sizes; using linear elements (left), and quadratic elements (right).

tested the linear solver in a nested iterations settings. In Tab. 1, we present the
solving times and number of iterations, comparing non-nested and nested iter-
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ations, for different polynomial degrees k. Here, we can deduce that the AMG
preconditioner works very well in the nested iterations framework, reducing the
number of iterations as well as the overall solving time drastically.

Tab. 1: Solving times and number of iterations for non-nested and nested
iterations using 64 cores, where ` indicates the number of uniform refinements.
The largest problem sizes are 32 278 018, 72 386 050, and 43 427 330 dofs, for the
polynomial degrees k = 1, 2, and 3, respectively.

`
k = 1 k = 2 k = 3

non-nested nested non-nested nested non-nested nested

0 11 (0.02 s) 13 (0.02 s) 21 (0.05 s) 26 (0.06 s) 44 (0.16 s) 55 (0.20 s)
4 13 (0.03 s) 3 (0.02 s) 28 (0.17 s) 10 (0.09 s) 47 (1.11 s) 17 (0.49 s)
8 16 (0.09 s) 4 (0.05 s) 37 (1.32 s) 14 (0.71 s) 62 (15.84 s) 20 (5.63 s)
12 21 (0.55 s) 4 (0.27 s) 49 (25.03 s) 13 (8.76 s) 83 (390.99 s) 20 (111.00 s)
15 30 (4.57 s) 4 (1.56 s) 70 (380.27 s) 10 (76.67 s) – –
16 28 (10.39 s) 4 (3.94 s) – – – –
18 40 (55.35 s) 2 (11.35 s) – – – –

9.2 Discontinuous target function

In order to showcase the adaptive capabilities of a space-time scheme, we once
more consider the four-dimensional space-time domain, Q = (0, 1)4, and a con-
stant diffusion coefficient ν ≡ 1. However, we now want to approximate the
discontinuous desired state

yd(x, t) =

1
√
|x− 0.5|2 + (t− 0.5)2 ≤ 1

4
0 otherwise,

that is nothing but a first expanding and then contracting ball, which is however
fixed in space-time. Moreover, we use a smaller, fixed regularization parameter
ρ = 10−6. The discontinuity at the interface between the ball and its surround-
ing introduces steep gradients for the state and co-state, which require a rather
fine local mesh-size in order to resolve the rapid changes properly. Hence, this
problem is well suited for using adaptive refinements, driven by the error in-
dicator introduced in Section 7. Indeed, the residual indicator leads to mesh
refinements concentrated along the hypersurface of discontinuity; see Fig. 4,
where we plot the finite element state yh, co-state ph, and control uh on cuts
through the space-time mesh Th. These cuts are nothing but unit cubes, which
we then further cut by three planes along the three spatial coordinates cen-
tered at (0.5, 0.5, 0.5). While we do not have explicit knowledge about the exact
solutions, we can take a look at the convergence behavior of the sum of local
indicators η(yh, ph)2 =

∑
K∈Th ηK(yh, ph)2; cf. Fig. 3. Here we can indeed ob-

serve almost optimal rates of O(hk) in terms of h = dofs−1/(d+1). However, in
contrast to residual estimators for elliptic problems, where the sum of indicators
is indeed proportional to the discretization error in the energy norm (see, e.g.,
[9]), no such result is available for residual indicators for parabolic problems on
totally unstructured space-time decompositions.
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Fig. 3: Convergence plot of the sum of local error indicators η2(yh, ph) =∑
K∈Th η

2
K(yh, ph) for different polynomial degrees k.

10 Conclusions and outlook

We presented and analyzed new locally stabilized space-time finite element
schemes on fully unstructured, but shape regular simplicial decompositions
of the space-time cylinder Q for the numerical solution of parabolic optimal
control problems. Such meshes typically arise from adaptive mesh refinement
driven by local error indicators. The meshes are described by a continuous,
elementwise differentiable mesh density function λh(x, t) that also provides the
right scaling of the time-upwind test functions. The resulting space-time fi-
nite element scheme is consistent, coercive, and bounded. The boundedness
of the corresponding bilinear form ah(·; ·) holds for an extended space with re-
spect to the first couple of functions. Beside the finite element functions, this
space also contains the solution (y, p) ∈ (Y0 ∩ HL,1(Q)) × (PT ∩ HL,1(Q)) in
the maximal parabolic regularity setting. Coercivity, extended boundedness,
and Galerkin orthogonality, which results from consistency, immediately yield a
best-approximation estimate from which convergence rate estimates follow un-
der additional regularity assumptions. The adaptive version of our space-time
finite element method is based on residual error indicators, which work well in
our numerical experiment. However, there is no theory concerning reliability,
efficiency, convergence, and optimality in sense of the paper [9]. Finally, we
have to solve one big system of finite element equations providing the finite el-
ement solution of the reduced optimality system all at once. We used a parallel
version of an AMG preconditioned FGMRES that shows a excellent parallel
performance in our numerical experiments. The construction and analysis of
parallel solvers that are not only robust with respect to h and k, but also with
respect to small regularization parameters % is certainly a challenging task for
future work. Simultaneous adaptivity and parallelization in space and time are
big advantages of our really unstructured space-time finite element solver for
the reduced optimality system that is forward and backward in time anyway. It
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yh ph uh

Fig. 4: Plots of the finite element functions yh, ph, and uh over the mesh, cut
at t = 0.3 (upper row); at t = 0.5 (middle row); and at t = 0.7 (bottom row).

is clear that this space-time technique can be applied to other optimal control
problems and to other state equations including convection-diffusion problems
and PDE system like the Navier-Stokes equations.

References

[1] Adams, R., and Fournier, J. Sobolev Spaces. Academic Press & Else-
vier, 2003.
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