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Zusammenfassung

Inzidenzgeometrie untersucht das Verhalten endlicher Mengen von Objekten – Punk-
ten, Geraden, oder Kreisen – bezüglich geometrischer Operationen wie Kolinearität,
Durchschnitt oder Abstand. Arithmetische Kombinatorik untersucht das Verhalten
endlicher Teilmengen von Gruppen oder Ringen bezüglich der arithmetischen Ope-
rationen, zum Beispiel Addition oder Multiplikation.

Diese Thesis versammelt neue Resultate in Inzidenzgeometrie und arithmetischer
Kombinatorik. Die Schlüsseltechniken kommen aus der algebraischen Geometrie,
der Distantgeometrie und der projektiven Geometrie.

Die Hauptresultate sind folgende. Für eine endliche Menge von Punkten definie-
ren wir einen “gewöhnlichen Kreis” als einen Kreis, der genau drei der gegebenen
Punkte enthält. Wir geben die minimale Anzahl von gewöhnlichen Kreisen für eine
Menge von n Punkten an, falls n eine genügend große natürliche Zahl ist. Mit Hilfe
eines Struktursatzes für Mengen mit wenig gewöhnlichen Kreisen stellen wir fest,
wann die Schranke annähernd erreicht wird. Das Obstgartenproblem für Kreise fragt
nach der maximalen Anzahl von Kreisen durch genau 4 von n gebenenen Punkten.
In Kapitel 3 geben wir diese Anzahl an, und die Mengen bei denen das Maximum
erreicht wird, falls n genügend groß ist.

Wir untersuchen die Wahrscheinlichkeit dafür, dass eine zufällige Gerade eine ge-
gebene ebene Kurve über einem endlichen Körper in einer gegebenen Anzahl von
Punkten schneidet. Insbesondere untersuchen wir in Kapitel 4 den Grenzwert dieser
Wahrscheinlichkeiten unter einer Folge von Erweiterungen des endlichen Körpers.
In Kapitel 5 geben wir eine zweite Lösung für dieses Problem basierend auf dem
Dichtesatz von Chebotarev. Kapitel 6 enthält eine Verallgemeinerung auf höhere
Dimensionen.

Eine n-stellige reelle Funktion f nennen wir einen Vervielfacher, wenn ein ε > 0
existiert, sodass für jede endliche Menge A die Ungleichung |f(A× . . . A)| ≥ |A|1+ε

gilt. In Kapitel 7 untersuchen wir eine Familie von Vervielfachern mit quadratischem
Wachstum. Teile der Thesis sind gemeinsamen Arbeiten mit Matteo Gallet, Aaron
Lin, Hossein Nassajian Mojarrad, Josef Schicho, Konrad Swanepoel und Frank de
Zeeuw entnommen.





Abstract

The basic objects of incidence geometry are arbitrary finite sets such as points,
lines, curves, and we study the behaviours of these objects with respect to geometric
operations such as collinearity, incidence or distance. In arithmetic combinatorics
we study the behaviour of a finite set with respect to some algebraic operation such
as addition or multiplications.

In recent years many mathematicians have used some algebraic geometry and alge-
braic topology techniques to solve some combinatorial problems. Among the most
prominent of such problems, one can mention the distinct distance problem, the
Kakeya problem over finite fields and the Dirac-Motzkin conjecture.

This thesis collects together new results related to the concept of incidence geom-
etry and arithmetic combinatorics. The key tools throughout are from algebraic
geometry, discrete geometry and projective geometry.

These are the main results of this thesis: For a given finite set P we define an
ordinary circle to be a circle that contains exactly three of the given points. We
will find the exact minimum number of ordinary circles, for sufficiently large n,
and we will determine which configurations attain or come close to that minimum
in Chapter 3, our proof being based on a structure theorem for the sets with few
ordinary circles. The orchard problem for circles asks for the maximum number of
circles passing through exactly four points from a set of n points. We determine
the exact maximum and the extremal sets for all sufficiently large n in Chapter 3.

We study the probability for a random line to intersect a given plane curve, defined
over a finite field, in a given number of points. In particular, we focus on the limits
of these probabilities under successive finite field extensions in Chapter 4. We are
using the Chebotarev density Theorem over finite fields to give another solution to
this question in Chapter 5, and we generalise this to higher dimension in Chapter 6.

We say that an n-variable real function f is expander function if it is true that
there is some ε > 0 such that for every finite set A ⊂ R, |f(A × . . . A)| ≥ |A|1+ε.
In Chapter 7 we will study a family of four-variable expanders with quadratic
growth. Parts of this thesis are taken from joint works with Matteo Gallet, Aaron
Lin, Hossein Nassajian Mojarrad, Josef Schicho, Konrad Swanepoel and Frank de
Zeeuw.
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CHAPTER 1

Introduction

This thesis collects results in the field of additive combinatorics and discrete geom-
etry. In recent years, the interplay between combinatorial problems and algebraic
techniques has become more and more common, and has been revealing to be
extremely fruitful. Here we refer in particular to the area called combinatorial ge-
ometry, which deals with, among others, distance or intersection relations between
finite sets of geometric objects such as points, lines, or circles (see [Tao14]). In
the last decade, algebraic geometry and algebraic topology helped solving several
outstanding problems and conjectures in this area. Amongst the most prominent
of such problems, one can mention the distinct distance problem (see [GK15]), the
Kakeya problem over finite fields (see [Dvi09] and later improvements in [SS08a]
and [DKSS13]) and the Dirac-Motzkin conjecture (see [GT13]). For a nice survey
about these topics, see [Tao14].

1.1. Green-Tao results

Given a set P of n points in the plane, an ordinary line is a line containing exactly
two points of P . The classical Sylvester-Gallai theorem, first posed as a problem
by Sylvester in 1893, asserts that as long as the points of P are not all collinear, P
defines at least one ordinary line.

Theorem 1.1.1 (Sylvester-Gallai). Suppose that P is a set of n non-collinear
points in R2. Then there exists at least one line passing through exactly two points
of P .

It is natural to ask what the the minimum number of ordinary lines (denoted by
t2) a set of n non-collinear points in the plane defines. In 1940 Melchior [Mel41],
using projective duality and the Euler formula V − E + F = 2 gave the first proof
of the Sylvester-Gallai Theorem. Specifically he proved t2 ≥ 3. In 1951 Motzkin
[Mot51] showed that t2 ≥

√
n. Csima and Sawyer in 1993 [CS93], improved this

bound to 6n
13 . In general the number of ordinary lines for a random set of n points is

expected to be of the order n2, so when we speak about a set with few ordinary lines
we mean a non-collinear set of n points with at most the order of n ordinary lines.
The following example was observed by Böröczky, for more details see [GT13]. For
every natural number m, we define

X2m = {[cos2πj

m
: sin

2πj

m
: 1], 0 ≤ j < m} ∪ {[−sinπj

m
: cos

πj

m
: 0], 0 ≤ j < m}.

Proposition 1.1.2 (Böröczky example). For X2m as defined above, we have

(1) The set X2m contains 2m points and spans precisely m ordinary lines.
(2) The set X4m together with the origin [0 : 0 : 1] contains 4m+1 points and

spans precisely 3m ordinary lines.
(3) The set X4m minus [0 : 1 : 0] on the line at infinity contains 4m−1 points

and spans precisely 3m− 3 ordinary lines.

1



2 1. INTRODUCTION

(4) The set X4m+2 minus any of the 2m + 1 points on the line at infinity
contains 4m+ 1 points and spans precisely 3m ordinary lines.

In 2013 Green and Tao, [GT13] showed that these configurations are best possible
for sufficiently large n:

Theorem 1.1.3 (Dirac-Motzkin conjecture). If n is sufficiently large, then any
set of n non-collinear points in the plane will define at least bn/2c ordinary lines.
Furthermore, if n is odd, at least 3bn/4c ordinary lines are defined.

The Dirac-Motzkin conjecture asserts that the first part of this conjecture holds for
every n and not only for sufficiently large n. However, there are examples of sets
with (n− 1)/2 ordinary lines, one for n = 7 [KM58] and one for n = 13 [CM68].

Let tk denote the number of lines that meet exactly k points of an n-point config-
uration (we say such line is a k-rich line), so that t3 is the number of 3-rich lines
and t2 is the number of ordinary lines. Then we have the double counting identity:

n∑
k=2

(
k

2

)
tk =

(
n

2

)
.

Sylvester’s cubic curve examples: cubic curves (smooth and non-smooth) give us
examples of finite sets with few ordinary lines. The smooth case was observed by
Sylvester first time in 1863. These examples do not provide the best examples of
sets with few ordinary lines. However, that consideration is essential in order to
solve the Dirac-Motzkin conjecture in [GT13]. On the other hand they have a
crucial role in the statement of the structure theorem 1.1.9. Since both smooth and
non-smooth cubic curves provide examples of a finite set with few ordinary lines,
we consider them separately in the following.

We first consider smooth cubic curve over complex plane. Let γ be a smooth cubic
curve in P2(C). The group structure is well defined, we know that every such curve
has 9 inflection points once we have chosen one of the inflection points as a neutral
element. For p, q, r ∈ γ, the sum p+ q + r = 0, if and only if {p, q, r} are collinear.
The inflection points are the points with 3p = 0. Let Hn be a finite subgroup of γ of
order n. Consider the points of Hn, the n tangent to γ in points of Hn are ordinary
lines, provided they are not tangents in inflection points. Therefore t2 = n − w
where w is the number of inflection points contained in Hn. Since tr = 0 for r ≥ 4

and n(n−1)
2 = t2 + 3t3 we have the following proposition.

Proposition 1.1.4 (smooth cubic curve). Let Hn be a subgroup of order n of a
smooth cubic curve. For this set we have

t2 = n− w, t3 = bn(n− 3)

6
c+

w

3
, tr = 0 for r ≥ 4,

where w is the number of inflection points contained in Hn.

Cyclic groups Hn can be realized over the reals. Then w = 1 or w = 3 and

t3 = bn(n−3)
6 c + 1. You can find this construction in [BGS74] and [Hir83]. The

following example is established in Ref [BGS74].

Proposition 1.1.5. Let Hn be a subgroup of γ of order n. If x ∈ γ is such that
x /∈ Hn and x + x + x ∈ Hn then the coset x + Hn has n − 1 ordinary lines and

bn(n−3)
6 c 3-rich lines.

Singular cubic curves: If γ has a singular point it may be transformed into one
of the following three (affine) forms. For more details (see [Bix06, Theorem 8.3]).
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• (nodal case) y2 = x2(x+ 1)
• (cuspidal case) y2 = x3

• (acnodal case) y2 = x2(x− 1).

We have seen that by using a subgroup of a smooth cubic curve (elliptic curves) γ
we can construct a finite set with few ordinary lines. On the other hand if γ is a
singular cubic curve and γ∗ is the smooth part of γ, then it is still possible to define
a group structure on γ∗, such that three points a, b, c ∈ γ∗ are collinear if and only
if a+ b+ c = 0 (+ is the group operation on γ∗). The Propositions 1.1.4 and 1.1.5
were observed for the first time for cubic curves with singularities in [BGS74].

Notice that if γ is an irreducible cubic curve over the complex numbers, then the
following theorem guarantees that for every natural number n ≥ 1 there exists a
subgroup of order n. For more details (see [Bix06, Chap. 9]).

Theorem 1.1.6 (Classification of group structure). Let γ be an irreducible cubic
curve, and let γ∗ be the set of nonsingular points of γ. Then we have the following
possibilities for γ∗, considered as a group:

• (elliptic curve case) R/Z or R/Z×Z/2Z, depending on whether γ has one
or two components

• (nodal case) R× Z/2Z
• (cuspidal case) R
• (acnodal case) R/Z.

The second main result of Green-Tao [GT13] concerns the 3-rich lines of an n-point
set. A simple double counting argument (counting pairs of distinct points in the
set in two different ways) shows that there are at most(

n

2

)
/

(
3

2

)
=

1

6
n2 − 1

6
n

3-rich lines. On the other hand Propositions 1.1.4 and 1.1.5 can provide examples
of n-point sets with a large number of 3-rich lines (b 1

6n
2 − 1

2n+ 1c, to be precise).
Sylvester then formally posed [Syl93] the question of determining whether this was
best possible. This problem was known as the Orchard problem, and nearly half a
century prior to Sylvester was given a as puzzle by Jackson [Jac21] in 1821.

Theorem 1.1.7 (Orchard planting problem). If n is sufficiently large, then any
set of n points in the plane will determine at most b 1

6n
2 − 1

2n+ 1c 3-rich lines.

The proof of Theorems 1.1.3 and 1.1.7 follows from the structure theorem 1.1.9.
Rather than direct proof for the lower bound on the number of ordinary lines or
upper bound for the number of 3-rich lines, in [GT13] they instead try to prove
a structure theorem for the set with few ordinary lines (or with very many 3-rich
lines).

Before we state the structure theorems, note that all examples of the set with few or-
dinary lines that we have seen involved cubic curves (Propositions 1.1.2 1.1.4 1.1.5);
either irreducible examples such as elliptic curves or non-smooth cubic curves, or
reducible examples such as the union of a circle (or more generally, a conic section)
and a line. Conversely it turns out that they are essentially the only way to pro-
duce such lines. The first structure theorem is called the weak structure theorem,
although this theorem is strong enough to resolve the orchard planting problem for
large n.

Theorem 1.1.8 (Weak structure theorem [GT13]). Suppose that P is a finite
set of n points in the plane. Suppose that P spans at most Kn ordinary lines for
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some K ≥ 1. Suppose that K ≥ exp exp(CKC) for some sufficiently large absolute
constant C. Then all but at most O(KO(1)) points of P lie on an algebraic curve γ
of degree 3.

For proving the Dirac-Motzkin conjecture one needs a more powerful structure
theorem for controlling the configuration of sets with few ordinary planes, it is
called the strong structure theorem.

Theorem 1.1.9. (Strong structure Theorem [GT13]) Let K > 0 and let n be
sufficiently large depending on K. If a set of n points in P2(R) spans at most
Kn ordinary lines, then P differs in at most O(K) points from an example of the
following type

(1) n−O(K) points on a line.
(2) The set

{[cos2πj

m
: sin

2πj

m
: 1], 1 ≤ j < m} ∪ {[−sinπj

m
: cos

πj

m
: 1], 1 ≤ j < m}

consisting of m points on the unit circle and m points on the line at
infinity, for some m = n

2 +O(K)
(3) A coset H ⊕ g, 3g ∈ H, of a finite subgroup H of the non-singular real

points on an irreducible cubic curve, with H having cardinality n+O(K).

The proof of Theorems 1.1.8 and 1.1.9 are based on the Melchior’s argument of the
Sylvester-Gallai Theorem 1.1.1. In the following we give a copy of this proof that
you can find in Ref [GT13] and [Mel41].

Melchior’s Proof of the Sylvester-Gallai Theorem: Let P be a set of n non-collinear
points in P2(R). Consider the dual set P = {p∗ : p ∈ P} of n lines in P2(R).
These lines determine a graph ΓP in the projective plane whose vertices are the
intersections of pairs of lines p∗1, p

∗
2 (or equivalently points l∗, where l is a line joining

two or more points of P ), and whose edges are (projective) line segments of lines in
P ∗ connecting two vertices of ΓP with no vertices interior. Note that as the points
in P were assumed not to lie on one line, every line in P ∗ must meet at least two
vertices of ΓP ; in particular, the graph ΓP contains no loops. It is however possible
for a line to meet exactly two vertices in ΓP in which case those two vertices are
joined by two edges, rather than one. Also, by construction, each vertex of ΓP is
incident to at least two lines in P ∗. As such, the graph ΓP partitions the projective
plane P2(R) into some number V of vertices, some number E of edges, and some
number F of faces each of which is the projective image of a polygon. In particular,
each face has at least three edges, and any edge is incident to two distinct faces.

By Euler’ formula in the projective plane P2(R) we have

(1) V − E + F = 1.

To proceed further, suppose that for each k = 2, 3, 4, . . . the set P has tk k-rich
lines. Then we have,

(2) V =

n∑
k=2

tk.

Which by duality is the number of lines defined by pairs of points in P . Furthermore
the degree deg(l∗) of a vertex l∗ in our graph is twice the number of lines in P ∗

passing through l∗, which is 2|P ∩ l|. Thus summing over all lines l,

(3) 2E =
∑
l

deg(l∗) = 2
∑
l

|P ∩ l| =
n∑
k=2

2ktk.
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Finally for s = 3, 4, 5, . . . write Ms for the number of faces in ΓP with s edges.
Since each edge is incident to exactly two faces, we have

(4) 2E =

n∑
s=3

sMs.

Combining 1,2,3 and 4 gives the following expression for t2, the number of ordinary
lines

(5) t2 = 3 +

n∑
k=4

(k − 3)tk +

n∑
s=4

(s− 3)Ms,

which among other things gives Melchior’s bound t2 ≥ 3, which implies the Sylvester-
Gallai theorem. �

The last Equation 5 shows that when the number of ordinary lines t2 is small, the
number of faces with more than 3 sides is also small. In particular when there are
at most O(n) ordinary lines, all faces except O(n) of them are triangles. Thus in
such cases the lines P ∗ must form locally a triangular grid.

The idea of the Green-Tao paper [GT13] is based on following idea. Suppose
that P is a set of n non-collinear points in P2(R) with few ordinary lines, then by
the Equation 5, the graph ΓP in the dual plane P2(R) contains many hexagons.
In other words the lines in P ∗ must form locally a triangular grid. By applying
Chasles’ version of the Cayley-Bacharach theorem, we can convert dual triangular
grids (produced by Melchior’s argument) into cubic curves that meet many points
of the original configuration P).

Theorem 1.1.10 (Chasles). Suppose that two triples of lines meet each other trans-
versely in nine distinct points. Then any cubic curve that passes through eight of
these points, also passes through the ninth.

In the Appendix 8.4 we will consider a classical theorem in web geometry. Theorem
A.2.3 concerns infinite sets, say P , in the plane which have no ordinary lines (more
precisely every line passing through two points of P meets P in one more point).

On the sets with many k-rich lines for k ≥ 3: Theorem 1.1.7 asserts that if
you have a set of n points in the plane with at least ( 1

6n
2 −O(n)) three rich lines,

then there exists an algebraic cubic curve γ such that almost every point of P lies
on γ. On the other hand in a similar vein Elekes-Szabó [GE13] proved

Theorem 1.1.11. If C is an irreducible curve of degree d in R2, and contains a
set H of n points with cn2 3-rich lines for some constant independent of n, then C
is a cubic curve, provided that n ≥ n0(c, d).

The main ingredients in the proof of the above theorem are the Graf-Sauer Theorem
A.2.3 and a theorem in incidence geometry that asserts that if some appropriate
algebraicity conditions hold then (apart from being a cylinder) the only way for
a surface V := F (x, y, z) = 0 to contain a near-quadratic number of points cn2−δ

(δ and c are independent of n) from a product set X × Y × Z is that there are
one-to-one analytic functions f, g, h : (−1, 1)←− R with analytic inverses such that
V contains the f × g×h-image of a part of the plane x+ y+ z = 0 near the origin:{(

f(x), g(y), h(z)
)
∈ R3; x, y, z ∈ (−1, 1); x+ y + z = 0

}
⊆ V.

In the same circle of ideas, in the early 60s, Erdös asked the following question: is
it possible for a set of points in the real plane to contain many collinear four-tuples,
but to contain no five points on a line? Here by ”many” we mean a number which



6 1. INTRODUCTION

is quadratic in terms of the cardinality of the set of points. In [SS13], Solymosi
pointed out that, if we weaken the quadratic condition, then the problem has a
affirmative solution. Given a set P of points in the plane, a line is called k-rich, if
it contains precisely k points of P . For example, a 2-rich line is an ordinary line.
Then, Solymosi’s theorem reads as:

Theorem (Solymosi). For any k ≥ 4, there is a positive integer n0 such that for

all n > n0 there exists P ⊆ R2 such that there are at least n
2− c√

logn k-rich lines,
but no k + 1-rich lines. Here, c = 2 log(4k + 1).

Along similar lines: Elekes-Szabó [GE13] proved

Theorem 1.1.12. In R2 no irreducible algebraic curve of degree d can accommodate
n points with cn2 4-rich lines if n ≥ n0(c, d)(c is independent of n).

Remark 1.1.13. In [RSDZ16a] it has been shown that the Theorems 1.1.11,
1.1.12 are valid when we replace R with C .

1.1.1. Sylvester-Gallai type problems over complex numbers. Here we
have to mention that in the statement of the Sylvester-Gallai Theorem 1.1.1 if we
replace R with C, then the theorem does not hold. In the following paragraphs we
state some result about Sylvester-Gallai problems over complex plane.

Definition 1.1.14. A Sylvester-Gallai (SG) configuration is a finite set S of points
such that the line through any two points in S contains a third point of S.

Recall that a point p of an algebraic curve C is called an inflexion point if the tangent
to C at p has triple contact with C. The following Sylvester-Gallai configuration
was observed by Serre in [Ser66]. The cubic curve with homogeneous equation
x3 + y3 + z3 + xyz in the complex projective plane has nine inflection points given
by homogeneous coordinates

S =
⋃
w3=1

{
(0 : −1 : w), (w : 0 : −1), (−1 : w : 0)

}
.

The following theorem shows that S has no ordinary lines [BHW11, Theorem 3.1].

Theorem 1.1.15. Let C be a cubic curve defined over K. If p1,p2 are two distinct
inflexion points of C lying in P2(K), and the line l = p1p2 meets C again in p3,
then p3 is also an inflexion point of C.

Proof. Let li be the tangent line to C at the point pi, i = 1, 2, 3, and let
C ∩ l3 = 2p3 + r. Define two cubics D = l3 and D′ = l1l2l3. Then we have

C ∩D = 3p1 + 3p2 + 3p3 C ∩D′ = 3p1 + 3p2 + 2p3 + r.

So by the Chasles Theorem 1.1.10, r = p3; that is C ∩ l3 = 3p3 and so by definition
p3 is an inflexion point. �

On the other hand Hirzebruch in [Hir83] used deep results in algebraic geometry
to show that for every n points in the complex plane such that no n − 2 of them
are collinear, either t2 or t3 must be non-zero. More precisely

Theorem 1.1.16 (Hirzebruch). Let P a set of n points in the complex plane such
that tn−2 = tn−1 = tn = 0. Then

t2 +
3

4
t3 ≥ n+

∑
i≥5

(2i− 9)ti.
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Similarly if not many points of a given finite set P are collinear we have the following
theorem see [Lan03].

Theorem 1.1.17 (Langer). Let P be a set of n points in C2, with at most 2n
3

points collinear. Then

(6)
∑
i≥2

iti ≥
n(n+ 3)

3
.

Serre [Ser66] asked whether any SG configuration in Pn(C) must be coplanar. This
was proved by Kelly [Kel86] using Hirzebruch’s inequality. Twenty years later, in
[EPS06] authors gave an elementary proof.

Theorem 1.1.18 (Kelly). Every SG configuration in Pn(C) is coplanar.

In the same circles of ideas, in [SS08b] the authors 1 used some elementary ideas
to prove the following Sylvester-Gallai type theorems involving incidences between
points and lines in the planes over the complex numbers.

Theorem 1.1.19 (Solymosi-Swanepoel 1). Let S be a finite non-collinear subset
of C2. Then there exists a line l such that 2 ≤ |S ∩ l| ≤ 5.

Theorem 1.1.20 (Solymosi-Swanepoel 2). Let A,B ⊂ C with 2 ≤ |A|, |B| < ∞.
Then there exists a line l in C2 such that |(A×B) ∩ l| = 2.

1.2. Circle version of the Sylvester-Gallai theorem

As we have seen in the previous section the classical Sylvester-Gallai theorem states
any non-collinear finite set in the plane spans at least one ordinary line. A more so-
phisticated statement is the so-called Dirac-Motzkin conjecture, according to which
every non-collinear set of n > 13 points in R2 determines at least n/2 ordinary lines.
This conjecture was proved by Green and Tao [GT13] for all sufficiently large n.
Their proof was based on a structure theorem, which roughly states that any point
set with a linear number of ordinary lines must lie mostly on a cubic curve (see
Theorem 3.3.3 for a precise statement).

It is natural to ask the corresponding question for ordinary circles (circles that
contain exactly three of the given points); see for instance [BMP05, Section 7.2] or
[KW91, Chapter 6]. Elliott [Ell67] introduced this question in 1967, and proved
that any n points, not all on a line or a circle, determine at least 2

63n
2 − O(n)

ordinary circles. He suggested, cautiously, that the optimal bound is 1
6n

2 − O(n).
Elliott’s result was improved by Bálintová and Bálint [BB94, Remark, p. 288]
to 11

247n
2 − O(n), and Zhang [Zha11] obtained 1

18n
2 − O(n). Zhang also gave

constructions of point sets on two concentric circles with 1
4n

2 − O(n) ordinary
circles.

In this thesis we will use the results of Green and Tao (see Chapter 3) to prove that
1
4n

2−O(n) is asymptotically the right answer, thus disproving the bound suggested
by Elliott [Ell67].

We will find the exact minimum number of ordinary circles, for sufficiently large n,
and we will determine which configurations attain or come close to that minimum.
We make no attempt to specify the threshold implicit in the phrase ‘for sufficiently
large n’; any improvement would depend on an improvement of the threshold in

1In this paper authors considered the Sylvester-Gallai Theorem on the finite subset of complex
numbers and quaternions H.
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the result of Green and Tao [GT13]. For small n, the bound 1
9

(
n
2

)
due to Zhang

[Zha11] remains the best known lower bound on the number of ordinary circles.

As we mentioned in Section 1.1 Green and Tao [GT13] also solved (for large n)
the even older orchard problem, which asks for the exact maximum number of lines
passing through exactly three points of a set of n points in the plane. The analogous
orchard problem for circles asks for the maximum number of circles passing through
exactly four points from a set of n points. As far as we know, this question has not
been asked before. We determine the exact maximum and the extremal sets for all
sufficiently large n.

Our first main result concerns the minimum number of ordinary circles spanned by
a set of n points, not all lying on a line or a circle, and the structure of sets of points
that come close to the minimum. The first part of the theorem solves Problem 6
in [BMP05, Section 7.2].

Theorem 1.2.1 (Ordinary circles).

(1) If n is sufficiently large, the minimum number of ordinary circles deter-
mined by n points in R2, not all on a line or a circle, equals


1
4n

2 − 3
2n if n ≡ 0 (mod 4),

1
4n

2 − 3
4n+ 1

2 if n ≡ 1 (mod 4),
1
4n

2 − n if n ≡ 2 (mod 4),
1
4n

2 − 5
4n+ 3

2 if n ≡ 3 (mod 4).

(2) Let C be sufficiently large. If a set P of n points in R2 determines fewer
than 1

2n
2 − Cn ordinary circles, then P lies on the disjoint union of two

circles, or the disjoint union of a line and a circle.

In Chapter 3, we will describe constructions that meet the lower bound in part 1 of
Theorem 1.2.1. For even n, the bound in part 1 is attained by certain constructions
on the disjoint union of two circles, while for odd n, the bound is attained by
constructions on the disjoint union of a line and a circle. The main tools in our
proof are circle inversion and the structure theorem of Green and Tao [GT13] for
sets with few ordinary lines, together with some classical results about algebraic
curves and their interaction with inversion.

Let us define a generalised circle to be either a circle or a line. Because inversion
maps circles and lines to circles and lines, it turns out that in our proof it is more
natural to work with generalised circles. Alternatively, we could phrase our results
in terms of the inversive plane (or Riemann sphere) R2 ∪ {∞}, where ∞ is a
single point that lies on all lines, which can then also be considered as circles. Yet
another equivalent view would be to identify the inversive plane with the sphere S2

via stereographic projection, and consider circles on S2, which are in bijection with
generalised circles. All our statements about generalised circles in R2 could thus
be formulated in terms of circles in R2 ∪ {∞} or on S2.

We define an ordinary generalised circle to be one that contains three points from
a given set. Our proof of Theorem 3.4.6 proceeds via an analogous theorem for
ordinary generalised circles, which turns out to be somewhat easier to obtain.

Theorem 1.2.2 (Ordinary generalised circles).
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(1) If n is sufficiently large, the minimum number of ordinary generalised
circles determined by n points in R2, not all on a generalised circle, equals

1
4n

2 − n if n ≡ 0 (mod 4),
3
8n

2 − n+ 5
8 if n ≡ 1 (mod 4),

1
4n

2 − 1
2n if n ≡ 2 (mod 4),

3
8n

2 − 3
2n+ 17

8 if n ≡ 3 (mod 4).

(2) Let C be sufficiently large. If a set P of n points in R2 determines fewer
than 1

2n
2 − Cn ordinary generalised circles, then P lies on two disjoint

generalised circles.

We also solve the analogue of the orchard problem for circles (for sufficiently large
n). We define a 4-point (generalised) circle to be a (generalised) circle that passes
through exactly four points of a given set of n points. The ‘circular cubics’ in part 2
will be defined in Section 2.2.

Theorem 1.2.3 (4-point generalised circles).

(1) If n is sufficiently large, the maximum number of 4-point generalised cir-
cles determined by a set of n points in R2 is equal to

1
24n

3 − 1
4n

2 + 5
6n− 2 if n ≡ 0 (mod 8),

1
24n

3 − 1
4n

2 + 11
24n−

1
4 if n ≡ 1, 3, 5, 7 (mod 8),

1
24n

3 − 1
4n

2 + 7
12n−

1
2 if n ≡ 2, 6 (mod 8),

1
24n

3 − 1
4n

2 + 5
6n− 1 if n ≡ 4 (mod 8).

(2) Let C be sufficiently large. If a set P of n points in R2 determines more
than 1

24n
3 − 7

24n
2 +Cn 4-point generalised circles, then up to inversions,

P lies on an ellipse or a smooth circular cubic.

Theorem 1.2.3 remains true if we replace ‘generalised circles’ by ‘circles’. This is
because we can apply an inversion to any set of n points with a maximum number
of generalised circles in such a way that all straight-line generalised circles become
circles. Therefore, the maximum is also attained by circles only.

The proofs of the above theorems are based on the following structure theorems in
the style of Green and Tao [GT13]. The first gives a rough picture, by stating that
a point set with relatively few ordinary generalised circles must lie on a bicircular
quartic, a specific type of algebraic curve of degree four that we introduce in Section
2.2.

Theorem 1.2.4 (Weak structure theorem). Let K > 0 and let n be sufficiently
large depending on K. If a set P of n points in R2 spans at most Kn2 ordinary
generalised circles, then all but at most O(K) points of P lie on a bicircular quartic.

Ball [Bal18] concurrently obtained a similar result as a consequence of a structure

theorem for ordinary planes in R3. He shows that n points with O(n2+ 1
6 ) ordinary

circles must lie mostly on a quartic curve.

We define bicircular quartics in Section 2.2; they can be reducible, so in Theorem
1.2.4 the set P may also lie mostly on a lower-degree curve contained in a bicircular
quartic. Our proof actually gives a more precise list of possibilities. The curve that
P mostly lies on can be: a line; a circle; an ellipse; a line and a disjoint circle; two
disjoint circles; a circular cubic that is acnodal or smooth; or a bicircular quartic
that is an inverse of an acnodal or smooth circular cubic.
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A more precise characterisation of the possible configurations with few ordinary
generalised circles is given in the following theorem. The group structures referred
to in the theorem are defined in Section 3.1; the circular points at infinity (α and
β) referred to in Case 3 are introduced in Section 2.2; and the ‘aligned’ and ‘offset’
double polygons are defined in Section 3.2.

Theorem 1.2.5 (Strong structure theorem). Let K > 0 and let n be sufficiently
large depending on K. If a set P of n points in R2 spans at most Kn2 ordinary
generalised circles, then up to inversions and similarities, P differs in at most O(K)
points from a configuration of one of the following types:

(1) A subset of a line;
(2) A subgroup of an ellipse;
(3) A coset H ⊕ x of a subgroup H of a smooth circular cubic, for some x

such that 4x ∈ H ⊕ α ⊕ β, where α and β are the two circular points at
infinity;

(4) A double polygon that is ‘aligned’ or ‘offset’.

Conversely, every set of these types defines at most O(Kn2) ordinary generalised
circles.

1.3. Incidence between curves and lines in the finite plane

As we have seen the Sylvester-Gallai Theorem does not hold in complex plane. This
is not too hard to construct a counterexample to show that this theorem does not
hold over finite field too. For example consider all points in F2

q, where q is a prime
power. However in this thesis we will study the behaviour of the number of k-rich
lines determined by the set of points corresponding to the some algebraic plane
curve in probability point of view. More formally, what is the probability that a
random line in the (affine or projective) plane intersects a curve of given degree
in a given number of points? More precisely, what happens if we consider a finite
field with q elements as base field, and then we ask the same question for a field
with q2, q3, . . . , qN elements, analyzing how these probabilities behave as N goes to
infinity? In this work we investigate this problem by means of algebro-geometric
techniques.

Here, we consider an algebraic plane curve C of degree d over a finite field Fq with
q elements, where q is a prime power, namely the set of points in the projective
plane P2(Fq) that are zeros of a homogeneous trivariate polynomial of degree d.
Given such a curve, we can define the probability for a line in P2(Fq) to intersect it
in exactly k points. Notice that here we consider the mere set-theoretic intersection:
no multiplicities are taken into account. We can then consider the same kind of
probability, keeping the same curve C — namely, the same trivariate polynomial
— but changing the base field from Fq to Fq2 , Fq3 and so on. In this way, for every

N ∈ N we define the numbers pNk (C), namely the probability for a line in P2(FqN )
to intersect C in exactly k points. If the limit as N goes to infinity of the sequence(
pNk (C)

)
N∈N exists, we denote this number by pk(C). The main tool we use to

compute these numbers when the curve C is absolutely irreducible and with simple
tangency is an effective version of the Chebotarev theorem for function fields. Here,
by absolutely irreducible we mean that the curve is irreducible over the algebraic
closure of its field of definition. By asking that the curve has simple tangency
we require that there exists a line whose intersection with C consists of simple
intersections except for one, which is a double intersection. These are the main
results that we investigate about them in Chapter 4:
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Theorem 1.3.1. Let C be an absolutely irreducible plane algebraic curve of degree d
over Fq, where q is a prime power. Then the numbers {pk(C)} are well-defined,
namely the corresponding limits exist.

Theorem 1.3.2. Let C be an absolutely irreducible plane algebraic curve of degree d
over Fq, where q is a prime power. Suppose that C has simple tangency. Then for
every k ∈ {0, . . . , d} we have

pk(C) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.

In particular, pd−1(C) = 0 and pd(C) = 1/d!.

A consequence of this theorem is that the question by Erdös we already mentioned
— asking whether there exists a set of points in the plane containing many collinear
four-tuples, but not containing any five points on a line — has a positive answer
for the plane over a finite field.

Corollary 1.3.3. Let C be an absolutely irreducible plane algebraic curve of de-
gree 4 in the plane P2(Fq). By Theorem 2.1.35, the curve C has cq+O(

√
q) elements

for some c > 0, and by Theorem 4.0.2 it has εq2 4-rich lines for some ε > 0, after
possibly taking a finite extension of the base field, since p4(C) > 0. Hence, if we
take P as the set of points of C, then P spans a quadratic number of 4-rich lines,
but no five points of P are collinear.

We approached this problem using Galois theory techniques; during a revision of our
work, we have been informed that some of the questions investigated in following
thesis (or similar ones) have already appeared in the literature, though expressed
in a different language and with different purposes (see [BSJ12] and [Die12]).
Both the two cited paper use the Chebotarev theorem for function field as a key
ingredient. After studying Chebotarev theorem, we realized that we could use it to
provide a much shorter proof for our result than the one we initially used, and that
our initial approach, although we were not aware of that, did not differ too much
from the techniques that lead to Chebotarev theorem. Because of this, in Chapter 4
we report our initial approach to the problem, and then in Chapter 5 we explain
how to use Chebotarev theorem to obtain Theorem 4.0.2. After that, we show how
the same technique provides a formula for the probabilities of intersection between
a given plane curve of degree d and a random plane curve of degree e.

Proposition 1.3.4. Let C be an absolutely irreducible algebraic curve of degree d
in P2 over Fq, where q is a prime power. Suppose that C has simple tangency. Let
e ∈ N be a natural number. Then for every k ∈ {0, . . . , de} we have

pk(C, e) =

de∑
s=k

(−1)k+s

s!

(
s

k

)
.

We briefly summarize how the problem we investigate is discussed in the aforemen-
tioned literature. In [BSJ12], the focus is a variant of the so-called Bateman-Horn
conjecture for polynomial rings of finite fields. The original Bateman-Horn con-
jecture concerns the frequency of prime numbers among the values of a system of
polynomials at integer numbers. One of its consequences is Schinzel conjecture,
which asks whether, given polynomials f1, . . . , fr ∈ Z[x], then for infinitely many
n ∈ Z we have that f1(n), . . . , fr(n) are all prime. Bary-Soroker and Jarden con-
sider the situation in which Z is replaced by Fq[t] for some prime power q. More
precisely, given polynomials f1, . . . , fr ∈ Fq[t][x], they want to compute the number
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of polynomials g ∈ Fq[t] such that f1

(
t, g(t)

)
, . . . , fr

(
t, g(t)

)
are irreducible. In par-

ticular, they focus on the case when g is linear, namely on the computation of the
pairs (a1, a2) ∈ F2

q such that f1(t, a1t+a2), . . . fr(t, a1t+a2) are irreducible. In our
language, this is the number of lines in the plane such that the polynomial obtained
by restricting a plane curve on such a line is irreducible. The authors improve a
result by Bender and Wittenberg (see [BW05, Theorem 1.1 and Proposition 4.1])
and show that this number goes as q2/d. To prove this, they make use of an effec-
tive version of the Chebotarev density theorem (see the appendix of [ABSR15a]).
The number computed by Bary-Soroker and Jarden is similar to the quantity p0

that we define, though it is not the same, since it can happen that a line does not
intersect a curve at any point over Fq, but the polynomial given by the restriction
of the curve to the line can be reducible. Also the behaviour as d → ∞ of these
two quantities is different: the one by Bary-Soroker and Jarden goes to zero, while
p0 tends to 1/e.

In [Die12], the author focuses on the complexity of computation of the so-called
discrete logarithm in the group of divisors of degree 0 of a nonsingular curve. Given
two elements a and b in a group G, the discrete logarithm logb a is an integer k
such that bk = a. On a smooth curve C, one can consider formal integer sums
of points of C, and define an equivalence relation on them in order to obtain the
class group of C. One can therefore try to compute discrete logarithms in the
class group of a curve, and in particular for those formal integer sums of points
whose coefficients add up to zero, namely the ones of degree 0; this has important
applications in cryptography. In [Die12, Theorem 2], Diem proves that computing

the discrete logarithm has an expected time of Õ(q2− 2
d−2 ) for those curves defined

over Fq that admit a birational plane model D of degree d such that there exists
a line in the plane intersecting D in d distinct points over Fq. Then the author
computes the number of lines in the plane intersecting D in exactly d points over
Fq (see [Die12, Theorem 3]), namely the quantity pd(D) in our language. As in
the previous paper, this is done using an effective version of Chebotarev density
theorem (see [ABSR15b]).

Recently, a new paper [Ent18] appeared dealing with the same problem we in-
vestigate in our work, but allowing the given curve to be constituted of several
irreducible components.



CHAPTER 2

Preliminaries

The aim of this chapter is to introduce preliminary results that majority of them
have been established elsewhere in the literature, however some of these result still
are new.

2.1. Galois Group

Definition 2.1.1. Let E and F be two fields and suppose E/F is a field extension.
Then we say that E is a Galois extension of F if the field fixed by the automorphism
group Aut(E/F ) is precisely the base field F .

Definition 2.1.2. Suppose F is a field and α ∈ F . Suppose p(x) ∈ F [x] is the
minimal polynomial of α, then the roots of p is called the conjugate of α over F .

Definition 2.1.3. The algebraic field extension L/F is normal if α ∈ L then all
conjugates of α over F belong to L

Definition 2.1.4. If E is an extension of F in which a polynomial p(x) ∈ F [x] can
be factored into linear factor, and if p(x) can not be so factored in any intermediate
field, then we call E a splitting field for p(x). Thus, if E is a splitting field of p(x),
the roots of p generate E.

Definition 2.1.5. A separable extension is an algebraic field extension E ⊃ F such
that for every α ∈ E, the minimal polynomial of α over F is a separable polynomial
i.e., its formal derivative is not zero.

Theorem 2.1.6 (Artin Theorem). For a finite extension E/F , each of the follow-
ing statements is equivalent to the statement that E/F is Galois

(1) E/F is a normal extension and a separable extension.
(2) E is a splitting field of a separable polynomial with coefficients in F .
(3) |Aut(E/F )| = [E : F ], that is, the number of automorphisms equals the

degree of the extension.

Definition 2.1.7. Let E/F be a field extension. An element α ∈ E is a primitive
element when E = F (α).

Theorem 2.1.8 (Primitive element). Let E/F be a separable extension of finite
degree. Then E = F (α) for some α ∈ E; that is, the extension is simple and α is
a primitive element.

For more details you can see [[Sha94] Chapter 2]

Definition 2.1.9. Let X and Y be irreducible varieties of the same dimension and
f : X −→ Y a regular map such that f(X) ⊂ Y is dense. The degree of the field
extension f∗(K(Y )) ⊂ K(X), which is finite under these assumption, is called the
degree of f :

deg f = [K(X) : f∗(K(Y ))].

13
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Definition 2.1.10. A domain R is called normal if it is integrally closed in its field
of fractions. i.e for every a ∈ K satisfying in an equation an+ tn−1a

n−1 + . . . a0 = 0
we have a ∈ R.

Definition 2.1.11. In algebraic geometry, an algebraic variety or scheme X is
normal variety if it is normal at every point, meaning that the local ring at the point
is an integrally closed domain. An affine variety X (understood to be irreducible)
is normal if and only if the ring O(X) of regular functions on X is an integrally
closed domain.

Theorem 2.1.12. If f : X −→ Y is a finite map of irreducible varieties, and Y is
normal, then the number of inverse image of any point y ∈ Y is ≤ deg f .

Definition 2.1.13. f is unramified over y ∈ Y if the number of inverse image of y
is equals the degree of the map. Otherwise, we say that f is ramified at y, or that
y is a ramification point or a branch point of f .

Theorem 2.1.14. The set of points at which a map is unramified is open, and is
nonempty if f∗(K(y)) ⊂ K(X) is a separable field extension.

Corollary 2.1.15. If X and Y are curves in the above theorem, then the number
of ramification points are finite.

2.1.1. Algebraic galois group of a plan curve. The aim of this section
is to recall a construction (see [Rat87] [MSG18]) that associates a Galois group
to a plane algebraic curve. We will see in the following sections that this group
determines the irreducibility of certain surfaces; this will be the key to derive a
formula for the probabilities we are interested in.

Let q be a prime power, namely q = pr for some prime number p. We denote by Fq
the finite field with q elements. Let C be an absolutely irreducible algebraic curve
in P2(Fq). Define

X1 :=
{

(w, [`]) ∈ C × P̌2(Fq) : w ∈ `
}

and X0 := P̌2(Fq).

Here P̌2(Fq) denotes the dual projective plane, namely the projective plane whose
points are in bijection with the lines in P2

(
Fq
)
. For a line ` ⊂ P2(Fq), we write [`]

for the corresponding point in P̌2(Fq). The correspondence is given by

P̌2(Fq) 3 (a : b : c) ←→
{

(x : y : z) ∈ P2(Fq) : ax+ by + cz = 0
}
.

Definition 2.1.16. Using the notation we have already introduced, we define the
map π : X1 −→ X0 to be the projection onto the second component.

Since X0 is irreducible, we can define its function field, denoted K(X0). This is
the field of equivalence classes of morphisms ϕ : U −→ Fq, where U is any (Zariski)
open subset of X0; two morphisms are considered equivalent if they agree on a non-
empty open subset. Consider the projection ρ : X1 −→ C on the first component:
its fibers are lines in P̌2

(
Fq
)
, because the elements in the fiber over a point w ∈ C

correspond to the lines in P2
(
Fq
)

through w. Hence all these fibers are irreducible
varieties of the same dimension. This implies that X1 is irreducible by [Sha94,
Chapter 1, Section 6.3, Theorem 1.26]; its function field is denoted K(X1).

Lemma 2.1.17 (see [Rat87, Definition 1.3]). The projection π : X1 −→ X0 is a
quasi-finite dominant separable morphism of degree d.

Because of Lemma 2.1.17, the induced map π∗ : K(X0) −→ K(X1) between fields
of rational functions realizes K(X1) as a finite separable extension of K(X0) of de-
gree d. By the primitive element theorem, the field K(X1) is generated over K(X0)
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by a single rational function h ∈ K(X1) satisfying P (h) = 0 for an irreducible
monic polynomial P over K(X0) of degree d.

Definition 2.1.18 (Galois group, see [Rat87, Definition 1.3]). Using the notation
just introduced, we define the Galois group Gal(C) of C to be the Galois group of
a splitting field of the polynomial P over K(X0). In other words, Gal(C) is the
Galois group of a Galois closure (see [Row06, Remark 4.77]) of the field extension
K(X0) ↪→ K(X1). The group Gal(C) is independent of the choice of h and it can
be regarded as a subgroup of the permutation group Sd of the roots of P .

Definition 2.1.19 (Simple tangency [MSG18]). Let C be an absolutely irre-
ducible curve of degree d in P2(Fq). We say that C has simple tangency if there

exists a line ` ⊆ P2(Fq) intersecting C in d − 1 smooth points of C such that `
intersects C transversely at d− 2 points and has intersection multiplicity 2 at the
remaining point.

Remark 2.1.20. A general curve C ⊆ P2(Fq) of degree d has simple tangency. In
fact, notice that having simple tangency is an open condition, therefore it is enough
to exhibit a single example in order to obtain the claim. To do that, consider the
curve of equation

x2 P (x, y) + z Q(x, y, z) = 0,

where P is a homogeneous polynomial with d − 2 distinct roots in Fa and Q is a
homogeneous polynomial of degree d− 1.

In the following we give tw examples of curves without simple tangency. More
precisely, we will show that there exist a curve of degree q+1 in Fq (to simplify the
calculation we assume q is odd) such that tangent line at each point intersects the
curve in only two points, one with multiplicity q and the other with multiplicity 1

Example 2.1.21. Consider the curve C given by

(7) xqy + yqz + zqx = 0.

This is a curve of degree q + 1; the equation of tangent line at an arbitrary point
(x0, y0, z0) on the curve is given by zq0x+ xq0y + yq0z = 0.

Consider the affine part corresponding to z = 1, then the equations of curve and
tangent line at (x0, y0, 1) are xqy + yq + x = 0 and xq0y + x+ yq0 = 0, respectively.

To obtain the intersection points of C and its tangent line we substitute x = −(xq0y+
yq0) in the affine equation of C

(8) − (xq0y + yq0)qy + yq − xq0y − y
q
0 = 0,

hence

(9) − xq
2

o y
q+1 + yq − (xqo + yq

2

0 )y − yq0 = 0.

Claim: y0 is a root of multiplicity q of Equation 9:

If (y − y0)q is a factor of the Equation 9, then it means there exist A,B ∈ Fq such
that:

(10) (y − y0)q(Ay +B) = −xq
2

o y
q+1 + yq − (xqo + yq

2

0 )y − yq0.
Notice that (y − y0)q = yq − yq0, and we obtain

(11) Ayq+1 −Ayq0y +Byq −Byq0 = −xq
2

o y
q+1 + yq − (xqo + yq

2

0 )y − yq0.

It implies A = −xq
2

0 and B = 1. However, we need the coefficients of y to be equal
in both side of the Equation 11 this holds, in fact if we compare the coefficients of y
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on both sides of the Equation 11, we have xqo+ yq
2

0 = Ayq0. Now substitute A = xq
2

0 ,
thus

xq0 + yq
2

0 = −xq
2

o y
q
0 equivalently we must have xq0 + yq

2

0 + xq
2

0 y
q
0 = 0.

By applying the inverse of Frobenius map on the last equation, we get that x0 +yq0 +
xq0y

q
0 must be zero. But this is a consequence of this fact that (xo, y0) is a point on

the curve 7 C and this completes the proof.

Actually, we have shown that the tangent line at (x0, y0, 1) intersects the affine part
of xqy + yqz + zqx = 0 corresponding to z = 1 in two points. Hence if we suppose
q ≥ 2, C cannot have simple tangency.

As another example consider the curve given by xq+1 +yq+1 +zq+1 = 0, this is also
is a curve of degree q + 1 over Fq such that every tangent line intersects this curve
in only two points.

Proposition 2.1.22 ([Rat87, Proposition 2.1]). Let C ⊆ P2(Fq) be an abso-
lutely irreducible plane curve of degree d with simple tangency. Then the Galois
group Gal(C) of C is the whole symmetric group Sd.

2.1.2. Geometry Galois group and Galois theory for étale maps. In
the preceding section we associated a Galois group to any planer curves, namely
algebraic Galois group. In this section we associate a geometry Galois group to
an algebraic planer curve and latter on we will see the algebraic Galois group
and geometry Galois group associated to an algebraic curves are isomorphic [see
[MSG18]].

For doing this we first associate a Galois group to a morphism (satisfying certain
conditions) between two irreducible smooth varieties.

Note. All varieties considered in this section are supposed to be defined over an
algebraically closed field.

For technical reasons, we develop the theory for a special class of morphisms, namely
the one of étale maps. They model, in the algebraic setting, the notion of “local
isomorphism” for the analytic topology. Recall that, in differential geometry, a
smooth map between two smooth manifolds is a local diffeomorphism if it induces
an isomorphism at the level of tangent spaces. For an affine variety X cut out by
polynomials P1, . . . , Pr, one defines the tangent cone Cx(X) of X at the origin as
the variety defined by the homogeneous parts of minimal degree of each of the poly-
nomials P1, . . . , Pr; the tangent cone at any other point is obtained by translating
it to the origin and by applying the previous definition. The tangent cone plays for
étale morphisms the role played by the tangent space for local diffeomorphisms:

Definition 2.1.23 (Étale map). A morphism f : X −→ Y between irreducible
varieties is étale at a point x ∈ X if f induces an isomorphism between the tangent
cones Cx(X) and Cf(x)(Y ). A map is called étale if it is étale at every point.

Definition 2.1.24. Let f : X −→ Y be a finite separable dominant étale map of
degree d between two irreducible smooth varieties. We define the Galois scheme
(see [Vak06, Section 3]) of f as

GS(f) :=
{

(x1, . . . , xd) ∈ Xd : f(x1) = · · · = f(xd), xi 6= xj for all i 6= j
}
.

Notice that the Galois scheme is the fiber product of d copies of the map f minus
the big diagonal. Because of this, and since f is a finite map, we have

(12) dim GS(f) = dimX = dimY.
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There is an induced map F : GS(f) −→ Y , sending (x1, . . . , xd) to f(x1), which is
dominant of degree d!.

Because of Definition 2.1.24, in the following we will consider often morphisms
between varieties satisfying the following condition:

(∗) the morphism is a finite separable dominant étale map of degree d
between smooth absolutely irreducible varieties.

We have a natural action of the symmetric group Sd on GS(f) given by

σ · (x1, . . . , xd) :=
(
xσ(1), . . . , xσ(d)

)
for evey σ ∈ Sd.

Lemma 2.1.25. Let f : X −→ Y be a morphism satisfying (∗). Then, for any
pair of irreducible components Z and Z ′ of GS(f) there exists an element τ ∈ Sd
such that τ ·Z = Z ′. Namely, the action of Sd on GS(f) is transitive on irreducible
components.

Proof. Since fiber products of étale maps are étale (see [Sta17, Tag 03PA,
Proposition 53.26.2]), the morphism F is étale. Moreover, by construction F is dom-
inant, and it is finite, since the fiber product of finite morphisms is finite. Hence F is
surjective. Since Y is irreducible and smooth and F is étale, then GS(f) is smooth
(see [Sta17, Tag 03PA, Proposition 53.26.2]) and equidimensional (namely, all of
its irreducible components have the same dimension, see [Har77, Corollary 9.6]
and [Har77, Theorem 10.2] taking into account that an étale morphism is smooth
of relative dimension 0). For any two irreducible components Z and Z ′, consider
the restriction maps

F|Z : Z −→ Y and F|Z′ : Z
′ −→ Y.

These maps are also étale, in fact open immersions are étale, and the composition
of étale maps is étale. Moreover, both restrictions are dominant. In fact, since
GS(f) is equidimensional, it follows dimZ = dim GS(f), and since F is finite, we
get dimF (Z) = dim(Z) = dim(Y ) because of Equation (12).

Since f is finite and étale, then for every y ∈ Y the fiber f−1(y) is constituted
of d distinct points (see [GW10, Equation 12.6.2] Hence, for all y ∈ Y we have
|F−1(y)| = d!. Fix y ∈ Y and write f−1(y) = {x1, . . . , xd}. Therefore

F−1(y) =
{

(xσ(1), . . . , xσ(d)) : σ ∈ Sd
}
,

where Sd is the symmetric group. Suppose that F−1(y) intersects nontrivially
both Z and Z ′. It follows that there exists a ∈ Z and a′ ∈ Z ′ and an element
τ ∈ Sd such that τ · a = a′. Since the action of Sd on GS(f) is algebraic, then the
action of any element σ ∈ Sd determines an automorphism of GS(f); in particular,
such an action sends irreducible components to irreducible components. It follows
that τ ·Z = Z ′. Hence, we are left to show that such an element y ∈ Y exists. This
is the case because of the following argument. Define

ỸZ =
{
y ∈ Y : F−1(y) ∩ Z 6= ∅

}
and ỸZ′ =

{
y ∈ Y : F−1(y) ∩ Z ′ 6= ∅

}
.

These two sets are open, and since the restrictions F|Z and F|Z′ are dominant, they

are non-empty. Since Y is irreducible, then ỸZ ∩ ỸZ′ is open and non-empty. Any
point in ỸZ ∩ ỸZ′ satisfies the desired requirement.

�

http://stacks.math.columbia.edu/tag/03PA
http://stacks.math.columbia.edu/tag/03PA
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Lemma 2.1.25 shows that the action of the symmetric group Sd on the Galois
scheme is transitive on irreducible components. Because of this, the stabilizers of
these components are conjugate subgroups of Sd.

Definition 2.1.26 (geometry Galois group). We define the geometric Galois group
Galg(f) of a morphism f : X −→ Y of degree d satisfying (∗) to be the stabilizer
of any irreducible component of GS(f) with respect to the action of the symmetric
group Sd. This definition is well-posed up to conjugacy in Sd.

Now suppose that the Galois scheme GS(f) has b distinct irreducible components
say X = {Z1, Z2, . . . Zb} be the set of all irreducible components of GS(f), Sd acts
on X and by a theorem in group action theory we have:

b = |X| = [Sd : Galg(f)].

It follows that the number of irreducible components of the Galois scheme GS(f)
coincides with the number of cosets of the geometric Galois group Galg(f) in Sd.

Definition 2.1.27. Let f : X −→ Y be a morphism satisfying (∗). Since f is
dominant, it determines a field extension K(Y ) ↪→ K(X). We define the algebraic
Galois group Gala(f) of f to be the Galois group of the extension K(Y ) ↪→ E,
where E is a Galois closure (see [Row06, Remark 4.77]) of K(Y ) ↪→ K(X).

Proposition 2.1.28. For every morphism f : X −→ Y of degree d satisfying (∗),
the two groups Galg(f) and Gala(f) are isomorphic.

Proof. Let Z be any component of GS(f) and realize Galg(f) as the stabilizer
of Z. Since the restriction F|Z : Z −→ Y is dominant (see Lemma 2.1.25) we have
a field inclusion K(Y ) ↪→ K(Z).

Claim. Galg(f) ∼= Gal
(
K(Z)/K(Y )

)
.

Proof of the claim. Since Galg(f) is the stabilizer of Z, then for every σ ∈
Galg(f) we have an automorphism ϕσ : Z −→ Z, which induces an automorphism
ψσ : K(Z) −→ K(Z) fixing K(Y ). We define a group homomorphism

(13)
Ψ: Galg(f) −→ Gal

(
K(Z)/K(Y )

)
σ 7→ ψσ

Let b be the number of components of GS(f). Notice that the field extension
K(Y ) ↪→ K(Z) has degree d!/b, since K(Y ) ↪→ K(GS(f)) has degree d! and
all components of GS(f) differ by the action of an element of Sd. In particu-
lar, |Gal

(
K(Z)/K(Y )

)
| ≤ d!/b. The group homomorphism Ψ is injective because

any automorphism which is the identity on an open subset is the identity every-
where. Hence the set Ψ

(
Galg(f)

)
has cardinality |Galg(f)|. By what we noticed

before, the number |Galg(f)| equals |Sd|/b = d!/b because the number of compo-
nents of GS(f) equals the number of cosets of Galg(f). Hence, Ψ is an isomorphism
and K(Y ) ↪→ K(Z) is a Galois extension (see [CL05, Definition 3.2.5]).

Claim. K(Z) is a Galois closure of K(Y ) ↪→ K(X).

Proof of the claim. We know already that K(Y ) ↪→ K(Z) is a Galois extension.
Moreover, the latter factors via K(Y ) ↪→ K(X) by considering the projection Z −→
X on the first factor. The only thing left to prove is that K(Y ) ↪→ K(Z) is minimal
among Galois extensions of K(Y ) ↪→ K(X). Namely, we have to show that if
E ⊂ K(Z) is a field such that the image of the inclusion K(X) ↪→ K(Z) is contained
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in E, and K(Y ) ↪→ E is Galois, then E = K(Z). Define G := Gal
(
K(Z)/K(Y )

)
.

By the Galois correspondence, and recalling that the inclusion K(X) ↪→ K(Z) is
given by the projection on the first factor, we have

(14)
G ⊃ StabG(1) ⊃ {id}
l l l

K(Y ) ↪→ K(X) ↪→ K(Z)

where StabG(1) =
{
σ ∈ G : σ(1) = 1

}
is the stabilizer of 1 under the action

of G on {1, . . . , d}. This action is given by the identification of G with Galg(f)
provided by the map Ψ in Equation (13). Under this correspondence, the field E
is associated to a subgroup H ⊂ G, which is normal since K(Y ) ↪→ E is Galois,
and which is contained in StabG(1). To conclude, we prove that H = {id}, which
implies E = K(Z). We start by showing that G acts transitively on {1, . . . , d}. If
we denote by G ·1 the orbit of 1 under G, then by standard results in Galois theory
and taking into account Equation (14), we have

|G · 1| = [G : StabG(1)] = [K(X) : K(Y )] = d.

This implies that G · 1 = {1, . . . , d}, showing that the action is transitive. By
normality, H ⊂ σ StabG(1)σ−1 for any σ ∈ G. Since G is transitive on {1, . . . , d},
it follows

(15) H ⊂ StabG(1) ∩ StabG(2) ∩ · · · ∩ StabG(d).

The right hand side of Equation (15) equals {id}, so the claim is proved.

Summing up, the first claim says that Galg(f) ∼= Gal
(
K(Z)/K(Y )

)
, and the second

claim implies that the latter group is isomorphic to Gala(f). This concludes the
proof of the proposition. �

Now we cast the notions defined so far into the framework of Galois schemes of
morphisms (Corollary 2.1.32). After that, we recall the notion of simple tangency
for a curve and highlight its consequences on Galois groups.

Definition 2.1.29. For an absolutely irreducible curve C ⊆ P2(Fq) of degree d,

define VC to be the set of points in X0(Fq) = P̌2
(
Fq
)

such that the restriction of

the map π : X1(Fq) −→ X0(Fq) from Definition 2.1.16 to UC := π−1
(
VC
)

is étale.

Remark 2.1.30. Notice that the set VC is open and non-empty. In fact, since the
map π : X1(Fq) −→ X0(Fq) is separable, it is enough to ensure that π : UC −→ VC
is flat. Now, the locus in the domain where a map is flat is open (see [Sta17,
Tag 0398, Theorem 36.15.1,]), and flat maps are open morphisms (see [Sta17, Tag
01U2, Lemma 28.24.9]), so this shows that VC is open. The fact that VC is non-
empty is ensured by the generic flatness result (see [Sta17, Tag 0529, Proposition
28.26.1]).

Lemma 2.1.31. Let C be an absolutely irreducible curve of degree d defined over Fq.
Then the restriction to UC := π−1

(
VC
)

of the map π : X1

(
Fq
)
−→ X0

(
Fq
)

from
Definition 2.1.16 is a finite separable dominant étale morphism between smooth
absolutely irreducible varieties, namely it satisfies condition (∗).

Proof. From the explanation after Definition 2 we know that both X0 and
X1 are smooth and absolutely irreducible. Since VC and UC are open and non-
empty, the same is true for them. Moreover, π is a quasi-finite separable dominant
morphism between projective varieties (Lemma 2.1.17) and so it is finite. Hence,

http://stacks.math.columbia.edu/tag/0398
http://stacks.math.columbia.edu/tag/01U2
http://stacks.math.columbia.edu/tag/01U2
http://stacks.math.columbia.edu/tag/0529
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the same holds for its restriction π|UC . By Remark 2.1.30, the map is étale, and
this concludes the proof. �

By unravelling the definition, in the light of Lemma 2.1.31 we obtain:

Corollary 2.1.32. For an absolutely irreducible curve C defined over Fq, we have
Gal(C) ∼= Gala

(
π|UC

)
.

The interpretation of the Galois group of a curve provided by Corollary 2.1.32 allows
to use Proposition 2.1.28 and hence to deduce the irreducibility of the Galois scheme
when the Galois group is the full symmetric group.

2.1.3. Lang-Weil Theorem. One of the main tools we will use in Chapter 4
is the so-called Lang-Weil bound for the number of points of a variety over a finite
field (see [LW54, Theorem 1]). For a nice exposition of this result, see Terence Tao’s
blog1. Let F be a field and consider an affine algebraic variety V defined over F.
This means that V is the set of common zeros in Fn of finitely many polynomials
P1, . . . , Pr ∈ F[x1, . . . , xn]. To a variety V defined over F we can then associate the
ideal I(V ) of all polynomials P ∈ F[x1, . . . , xn] that vanish at all points of V . For
any extension of fields F ⊆ K, we denote by V (K) the set of common zeros in Kn of
the polynomials in the ideal I(V ), considered now as an ideal in K[x1, . . . , xn]. One
says that a variety V ⊆ Fn is irreducible if I(V ) is prime in F[x1, . . . , xn]. For our
considerations we will need a stronger notion of irreducibility, which we introduce
in the following definition.

Definition 2.1.33. We say that an affine variety V over a field F is absolutely
irreducible if the ideal I(V ) is prime in F[x1, . . . , xn], where F is an algebraic closure
of F. This is equivalent to the fact that V (F) is irreducible.

Definition 2.1.34. We say that an affine variety V ⊆ Fn defined by polynomials
P1, . . . , Pr has complexity M if n, r ≤M and deg(Pi) ≤M for all i ∈ {1, . . . r}.

Theorem 2.1.35 (Lang-Weil bound). Let V be an absolutely irreducible variety
over a finite field F of complexity at most M . Then

|V (F)| =
(
1 +OM (|F|− 1

2 )
)
|F|dim(V ) .

By writing OM (|F|− 1
2 ) we mean that there exists a nonnegative constant δM de-

pending on M , but not on V , such that(
1− δM |F|−

1
2 )
)
|F|dim(V ) ≤ |V (F)| ≤

(
1 + δM |F|−

1
2 )
)
|F|dim(V ) .

Using an inclusion-exclusion argument, one obtains by induction on the dimension:

Corollary 2.1.36. Let V be a variety over a finite field F of complexity at most M .
Then

|V (F)| =
(
c+OM (|F|− 1

2 )
)
|F|dim(V ) ,

where c is the number of irreducible components of V (F).

All the considerations and results we stated so far hold also for projective varieties
defined over finite fields. By a projective variety defined over a field F we mean the
set of common zeros in the projective space Pn(F) of finitely many homogeneous
polynomials P1, . . . , Pr ∈ F[x0, . . . , xn]. From now on, all the varieties we consider
are projective, or are open subsets of projective varieties.

1https://terrytao.wordpress.com/2012/08/31/the-lang-weil-bound/

 https://terrytao.wordpress.com/2012/08/31/the-lang-weil-bound/
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2.2. Circular Curves

This chapter is devoted to circular curves and projective geometry, they play a
crucial roll to find a structure theorem for a set with few ordinary circles i.e a
circle through exactly three points of a given finite set and we will use this in
the forthcoming thesis. For an appropriate introduction to projective geometry
see [[ST92], App. A]. We use the homogeneous coordinates [x : y : z] for points
in P2(R) or P2(C), and we think of the line with equation z = 0 as the line at
infinity. An affine algebraic curve in R2, defined by a polynomial f ∈ R[x, y], can
be naturally extended to a projective algebraic curve, by taking the zero set of the
homogenisation of f . This curve in P2(R) then extends to P2(C), by taking the
complex zero set of the homogenised polynomial. A reference for this section please
see [LMM+18].

Definition 2.2.1. We define the circular points to be the points

α = [i : 1 : 0], β = [−i : 1 : 0]

on the line at infinity in P2(C).

We notice that every circle contains both circular points. Moreover, any real conic
containing α and β is either a circle, or a union of a line with the line at infinity.
We could thus consider a generalised circle to be a conic that contains both circular
points.

A more general definition of circularity is following. Suppose that Pn(R) is the
projective space over the real numbers and x0, . . . xn are the coordinates. The
absolute quadratic hyper-surface is corresponding to the solutions of

(16) x0 = 0, x2
1 + . . . x2

n = 0.

Obviously when n = 2 these equations give the cyclic points in the Definition 2.2.1

Definition 2.2.2. An algebraic curve in P2(R) is circular if it contains α and
β. For k ≥ 2, an algebraic curve in P2(R) is k-circular if it has singularity of
multiplicity at least k at both α and β.

Definition 2.2.3. A generalised circle is an algebraic curve of degree two that
contains α and β.

Equivalently, A generalized circle is an algebraic curves of degree two that contains
α and β; in fact suppose that

ax2 + by2 + cxy + dxz + eyz + fz2

is a quadric curve containing α and β, by replacing cyclic points we obtain a = b
and c = 0, so

t(x2 + y2) + l(x, y, z)z,

where t ∈ R and l ∈ R[x, y, z] is a non-trivial linear form. If t 6= 0, then the curve
is a circle, while if t = 0, the curve is the union of a line with the line at infinity.

Example 2.2.4. A circular cubic is an algebraic curve of degree three that contains
α and β; equivalently let

ax3 + by3 + cx2y + dxy2 + ex2z + fxz2 + gy2z + hyz2 + kz3

by replacing α and β we obtain a = d and b = c. This implies any circular cubic
curve in P2(R) defined by a homogeneous polynomials of the form

(17) (ax+ by)(x2 + y2) + q(x, y, z)z,

where a, b ∈ R and q ∈ R[x, y, z] is a non-zero quadratic homogeneous polynomial.
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Note that this is not necessary that a circular cubic to be irreducible or smooth.
For instance, the union of a circle and a line is a circular cubic, and so is the union
of any conic with the line at infinity (take a = b = 0) in 17.

Example 2.2.5. A bicircular quartic is an algebraic curve of degree four that is 2-
circular, equivalently, it is any curve in P2(R) defined by a homogeneous polynomial
of the form

(18) t(x2 + y2)2 + (ux+ vy)(x2 + y2)z + q(x, y, z)z2,

where t, u, v ∈ R and q ∈ R[x, y, z] is a non-trivial homogeneous quadratic polyno-
mial (see [Wer12, 24, Sect 8.2] for a proof that a quartic is 2-circular if and only
if its equation has the form (18)). A reducible bicircular quartic curve is the union
of two circles, for which it is easy to see that the curve has double points at α and
β, since both circle contain those points.

Every circular cubic is contained in a bicircular quartic, since for t = 0 in 18 we
get a union of a circular cubic and the line at infinity. A non-circular conic is also
contained in a bicircular quartic, since for t = u = v = 0 in 18 we get a union of a
conic and z2 = 0, which is a double line at infinity.

Definition 2.2.6. The circular degree of an algebraic curve γ in P2(R) is the
smallest k such that γ is contained in a k-circular curve of degree 2k.

The circular degree is well-defined, since given any curve γ of degree k, we can add
k copies of the line at infinity, to get a k-circular curve of degree 2k.

For example, a line has circular degree one, since its union with the line at infinity
is a 1-circular curve of degree two. A conic that is not a circle has circular degree
two, since its union with two copies of the line at infinity is a 2-circular curve of
degree four. Similarly, a circular cubic has circular degree two, since its union with
the line at infinity is a 2-circular curve of degree four. We can thus classify curves
of low circular degree as follows:

• Circular degree one : lines and circles (that is, generalised circles).
• Circular degree two : non-circular conics, circular cubics, and bicircular

quartics.
• Circular degree three : non-circular cubics, circular quartics, 2-circular

quintics, and 3-circular sextics.

This classification is important to us, because we will see that circular degree is
invariant under inversion.

We have defined circular curves and circular degrees in the projective plane, because
that is their most natural setting. In the rest of the paper, to avoid confusion
between the projective and inversive planes, we will use these notions for curves
in |R2, with the understanding that to inspect the definitions we should consider
P2(R) and P2(C)

2.2.1. Inversion. Circular curves are intimately related to circle inversion,
which we now introduce. A general reference is [Bla00]

Definition 2.2.7. Let C(p, r) be the circle with centre p = (xp, yp) ∈ R2 and radius
r > 0. The circle inversion with respect to C(p, r) is the mapping Ip,r : R2\{p} −→
R2 \ {p} defined by

Ip,r(x, y) =
( r2(x− xp)

(x− xp)2 + (y − yp)2
+ xp,

r2(y − yp)
(x− xp)2 + (y − yp)2

+ yp

)
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for (x, y) 6= p. We write Ip for Ip,1. We call p the center of the inversion Ip,r.

In the inversion plane R2 ∪ {∞}, the inversion map can be completed by setting
Ip,r(p) = ∞ and Ip,r(∞) = p, so that inversions take generalised circles to gen-
eralised circles. The group of transformations of the inversive plane generated by
the inversions and the similarities is called the inversive group. It is known that a
bijection of the inversive plane that takes generalised circles to generalised circles
has to be an element of this group, and that any element of this group is either a
similarity or an inversion followed by an isometry [[Cox69], Thm. 6.71].

The image of an algebraic curve in R2 under an inversion is also an algebraic curve,
in the following sense.

Definition 2.2.8. For any algebraic curve γ there is an algebraic curve γ′ such
that

Ip,r(γ \ {p}) = γ′ \ {p}.
We refer to γ′ as the inverse of γ with respect to the circle C(p, r), and abuse
notation slightly by writing γ′ = Ip,r(γ). Also, since for different choices of radius
r, Ip,r(γ) differs only by a dilatation in p, we will often only consider the inverse
Ip(γ) = Ip,1(γ) and refer to it as the inverse of γ in the point p.

If a curve has degree d, then its inverse has degree at most 2d [Wer12, Thm 24,
Sect 8.2] If γ is irreducible, then its inverse is also irreducible. Note that inverses
of algebraic curves can behave somewhat unintuitively; for instance, Proposition
2.2.11 states that the inverse of an ellipse has an isolated point, which is surprising
if one thinks of an ellipse as just a closed continuous curve.

It is well known that the inverses of generalised circles are again generalised circles.
It turns out that, more generally, circular degree is preserved under inversion. We
now make precise what this means for curves of low circular degree. A proof can
be found in the classical paper [Joh77], for a more modern reference, see [Wer12].

Lemma 2.2.9 (Inversion and circular degree). Let Ck be a curve of circular degree
k. Then:

(1) The inverse of C1 in a point on C1 is a line; the inverse of C1 in a point
not on C1is a circle.

(2) The inverse of C2 in a singular point on C2 is a non-circular conic; the
inverse of C2 in a regular point on C2 is a circular cubic; the inverse of
C2 in a point not on C2 is a bicircular quartic.

(3) The inverse of C3 in a singularity of multiplicity three is a non-circular
cubic; the inverse of C3 in a singularity of multiplicity two is a circular
quartic; the inverse of C3 in a regular point on C3 is a 2-circular quintic;
the inverse of C3 in a point not on C3 is a 3-circular sextic.

One particular subcase of Case (ii) will play an important role in our result in the
Section 3.3, and we state it separately in Proposition 2.2.11 A proof can be found
in [Hil20, p,202].

Definition 2.2.10. (acnodal cubic) Let C be a cubic curve, we say that C is an
acnodal cubic curve if it is a singular cubic curve with a singularity that is an
isolated point.

For example,(2x−1)(x2+y2)−y2 = 0 is an acnodal circular cubic with a singularity
at the origin.
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Proposition 2.2.11. The inverse of an ellipse in a point on the ellipse is an
acnodal circular cubic with the centre of inversion as its singularity ;the inverse of
an acnodal circular cubic in its singularity is an ellipse through the singularity.

Example 2.2.12. Compute the inverse of (2x−1)(x2+y2)−y2 = 0 at its singularity
at the origin. The inverse of a curve f(X,Y ) = 0 under an inversion with centre
at the origin and radius one is given by

(x2 + y2)kf
( x

x2 + y2
,

y

x2 + y2

)
= 0,

where k is the smallest integer such that it became a polynomial. In our situation
we know that its circular degree is one and so k = 2. By replacing we have

(x2 + y2)2
[( 2x

x2 + y2
− 1
)( x2

(X2 + y2)2
+

y2

(x2 + y2)2

)
− y2

(x2 + y2)2

)]
= 0.

After a simplification we obtain (x− 1)2 + 2y2 = 1, and this is an ellipse.



CHAPTER 3

On sets defining few ordinary circles

The results of this Chapter is based on a collaboration with Aaron Lin, Hos-
sein Nassajian Mojarrad, Josef Schicho, Konrad Swanepoel and Frank De Zeeuw
[LMM+18].

3.1. Groups on circular curves

3.1.1. Groups on irreducible circular cubics. The extremal configura-
tions in our main theorems are all based on group laws on certain circular curves.
It is well-known that irreducible smooth cubics (elliptic curves) have a group law
(see for instance [ST92]). These groups play a crucial role in the work of Green
and Tao [GT13]. The reason that these groups are relevant to ordinary lines is the
following collinearity property of this group (when defined in the standard way).
Three points on the curve are collinear if and only if in the group they sum to the
identity element. For this property to hold, the identity element must be an in-
flection point. It is known that every smooth irreducible cubic curve over complex
numbers has 9 inflection points, while either 1 or 3 of them have real coordinates.

Here we will define a group in a slightly different way (described for instance in
[ST92]*Section 1.2), in which the identity element is not necessarily an inflection
point, and the same collinearity property does not hold. However, for circular
cubics, we show that we can choose the identity element so that we get a similar
property for concyclicity.

First let γ be any irreducible cubic, write γ∗ for its set of regular points, and pick
an arbitrary point o ∈ γ∗. We describe an additive group operation ⊕ on the set
γ∗ for which o is the identity element. The construction is depicted in Figure 1.

Given a, b ∈ γ∗, let a ∗ b be the third intersection point of γ and the line ab, and
define a⊕ b to be (a ∗ b) ∗ o, the third intersection point of γ and the line through
a ∗ b and o. When a = b, the line ab should be interpreted as the tangent line at a;
when a ∗ b = o, the line through a ∗ b and o should be interpreted as the tangent
line to γ at o. We refer to [ST92] for a more careful definition and a proof that
this operation really does give a group.

Now consider a circular cubic γ. Since the circular points α and β lying on it are
conjugate, γ has a unique real point on the line at infinity, which we choose as our
identity element o. We define the point ω to be the third intersection point of the
tangent line to γ at o (if there is no third intersection point, then o is an inflection
point, and we consider o itself to be the third point). Throughout this paper we
will use ω to denote this special point on a circular cubic; note that ω is not fixed
like α and β, but depends on γ. Also note that ω is real, since it corresponds to
the third root of a real cubic polynomial whose other two roots correspond to the
real point o. Observe that

ω = α⊕ β,

25
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a b a ∗ b

a⊕ b

ω

	a

Figure 1. Group law on a smooth circular cubic curve

since α ∗ β = o, and by definition o ∗ o = ω.

With this group law, we no longer have the property that three points are collinear if
and only if they sum to o (unless o happens to be an inflection point). Nevertheless,
one can check that three points a, b, c ∈ γ∗ are collinear if and only if a⊕ b⊕ c = ω.
More important for us, four points of γ∗ lie on a generalised circle if and only if
they sum to ω.

This amounts to a classical fact (see [Bas01]Article 225 for an equivalent state-
ment), but we include a proof for completeness. We use the following version of the
Cayley-Bacharach Theorem, due to Chasles (see [EGH96]).

Theorem 3.1.1 (Chasles). Suppose two cubic curves in P2(C) with no common
component intersect in nine points, counting multiplicities. If γ is another cubic
curve containing eight of these intersection points, counting multiplicities, then γ
also contains the ninth.

Recall from Section 2.2 that a generalised circle, viewed projectively, is either a
circle, or the union a line with the line at infinity.

Proposition 3.1.2. Let γ be an irreducible circular cubic in P2(R), and let a, b, c, d ∈
γ∗ be points that are not necessarily distinct. A generalised circle intersects γ in
the points a, b, c, d (taking into account multiplicity) if and only if a⊕ b⊕ c⊕d = ω.

Proof. We consider the cubic γ extended to P2(C). We first show the forward
direction. All statements in the proof should be considered with multiplicity.

If the generalised circle is the union of a line ` and the line at infinity `∞, then
` ∪ `∞ intersects γ in a, b, c, d, α, β. Since ` intersects γ in at most three points,
one of the points a, b, c, d must equal o, say d = o. Since `∞ also intersects γ in at
most three points, we must have a, b, c ∈ `. Thus a, b, c are collinear, and we have
a ⊕ b ⊕ c = ω, by the definition of the group law. It then follows from d = o that
a⊕ b⊕ c⊕ d = ω.
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Figure 2. Concyclicity of four regular points on a circular cubic

Suppose next that the generalised circle is a circle σ, and intersects γ in a, b, c, d, α, β.
The construction that follows is depicted in Figure 2 Let l1 be the line through o
and a ∗ b (and thus through a ⊕ b), l2 the line through a and b (and thus through
a ∗ b), and l3 the line through c and a⊕ b. Note that σ and l∞ intersect in α and
β. Then γ1 = σ ∪ l1 and γ2 = l2 ∪ l3 ∪ l∞ are two cubic curves that intersect in
nine points, of which the eight points a, b, c, a ∗ b, a ⊕ b, o, α, and β certainly lie
on γ; the remaining point is the third intersection point of γ1 and `3 beside c and
a⊕ b, which we denote by d′. By Theorem 3.1.1, γ contains d′. By the group law
on γ, we have d′ = (a⊕ b) ∗ c. Moreover, d′ must be the sixth intersection point of
γ and σ beside a, b, c, α, β, which is d, so d = d′ = (a⊕ b) ∗ c. By the definition of
the group law, this implies a⊕ b⊕ c = o ∗ d, so (a⊕ b⊕ c) ∗ d = (o ∗ d) ∗ d = o, and
finally a⊕ b⊕ c⊕ d = o ∗ o = ω.

For the converse, suppose that a ⊕ b ⊕ c ⊕ d = ω, and let d′ be the fourth point
where the generalised circle σ through a, b, c intersects γ. Then, by what we have
just shown, a⊕ b⊕ c⊕ d′ = ω, and it follows that d = d′, and a, b, c, d lie on σ. �

We also are able to define a group structure on a circular cubic C in another way
such that four points p, q, r, s ∈ C are cocircular if and only if p+q+r+s = 0, where
0 is the identity element of the group structure. The proof proceeds as follows:

Lemma 3.1.3. Suppose that C is a cubic curve and + is a group operation on C.
Then p + q + r + s + t + u = 0 if and only if p, q, r, s, t, u are coconicular, for all
p, q, r, s, t, u in C. Here coconicular means are on a common conic

Proof. for both directions, we observe that the linear system of cubics passing
through the nine points p, q, r, s, t, u, (−p − q), (−r − s), (−t − u) contains at least
two cubics, namely C and the union of the three lines (pq), (rs), (tu). By linear
combination of the two equations, we may find a cubic passing through the nine
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points and any pre-assigned point in the plane. The proof proceeds by finding
reducible curves in the linear system.

If p+ q+ r+ s+ t+ u = 0, then (−p− q), (−r− s), (−t− u) are collinear, say on a
line L. Then there is a cubic passing through the nine pints and a fourth point of
L. Then L must be a component, and the remaining 6 points are coconicular.

If p, q, r, s, t, u ∈ C are coconicular, say on a conic Q, then there is a cubic through
the nine points and a seventh point of Q. Then Q must be a component, and
(−p− q), (−r − s), (−t− u) are collinear, hence p+ q + r + s+ t+ u = 0.

�

Now suppose that C is a cubic curve passing through the two cyclic points α and
β. We define the group law ⊕ : C2 −→ C by

p⊕ q := p+ q + x,

where x in C has to fulfil the condition 3x = α+ β. Such points always exist (one
can show that there are 1 or 3 solutions for x).

Theorem 3.1.4. p ⊕ q ⊕ r ⊕ s = 0 if and only if p, q, r, s are cocircular, for all
p, q, r, s in C.

Proof. p ⊕ q ⊕ r ⊕ s = 0 if and only if p + q + r + s + 3x = 0 if and only if
p+ q + r + s+ α+ β = 0 if and only if p, q, r, s are cocircular. �

This proposition is a consequence of the more general fact that six points on a
circular cubic lie on a conic if and only if they sum to 2ω. (In the standard group
structure on a cubic, where the identity o is chosen as an inflection point, they
would sum to o; see [Wal78]*Theorem 9.2.) Since a generalised circle in P2(R)
is a conic containing α and β, and α ⊕ β = ω, it follows that four points a, b, c, d
(possibly including o) lie on a generalised circle if and only if they sum to ω.

Theorem 3.1.5. Let γ be an irreducible circular cubic, and let ⊕ be the group
operation defined in Section 3.1.1. Then the group (γ∗,⊕) is isomorphic to the
circle R/Z if γ is acnodal or if γ is smooth and has one connected component, and
is isomorphic to R/Z× Z2 if γ is smooth and has two connected components.

Proof. It is well known (see for instance [GT13]). �

3.1.2. Group structure on ellipse and two cocenter circles. We now
define group laws on two other types of curves of circular degree two, and observe
that they satisfy similar concyclicity properties. Let us note at this point that most
bicircular quartics can also be given a group structure (if an irreducible bicircular
quartic has no singularities besides α and β, then it is a curve of genus one, and
thus has a group law by [Sil09, Section III.3]). However, in our proofs we will
handle bicircular quartics by inverting in a point on the curve, which by Lemma
2.2.9 transforms a bicircular quartic into a circular cubic. For that reason, we do
not need to study the group law on bicircular quartics separately.

Ellipses

We discuss a group law on ellipses, although we do not actually need it, because for
proving our result for the sets with few ordinary circles in the Section 3.3.3 inversion
lets us transform an ellipse into an acnodal cubic (Proposition 2.2.11), which we
have already given a group structure in the previous section. Nevertheless, we treat
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a

a′

θa

Figure 3. Eccentric angle of a point on an ellipse

the group law on ellipses here because it is especially elementary, and it would be
strange not to mention it.

Consider the ellipse σ given by the equation x2 + (y/s)2 = 1, with s 6= 0, 1. For
any point a ∈ σ, we project a vertically to the point a′ on the unit circle around
the origin, as in Figure 3, and call the angle θa the eccentric angle of a. We define
the sum of two points a, b ∈ σ to be the point c = a ⊕ b whose eccentric angle
is θc = θa + θb. This gives σ a group structure isomorphic to R/Z. The identity
element is o = (1, 0), and the inverse of a point is its reflection in the x-axis. We
have the following classical fact that describes when four points on an ellipse are
concyclic (see [Joa48] for the oldest reference we could find, and [BPBSR84,
Problem 17.2] for two detailed proofs).

Proposition 3.1.6. Four points a, b, c, d ∈ σ are concyclic if and only if a⊕b⊕c⊕
d = o. We may allow two of the points to be equal, in which case the circle through
the three distinct points is tangent to the ellipse at the repeated point.

Another way to look at this group law is that we are parametrising the ellipse using
lines through o = (1, 0) (see for instance [ST92, Section 1.1]. More precisely, each
point a ∈ σ corresponds to the line oa; oa makes an angle π− θa/2 with the x-axis,
and the set of lines through o thus has a group structure equivalent to the one
above. This view lets us relate the group on the ellipse to the group on the acnodal
cubic. By Proposition 2.2.11, inverting in o maps the ellipse to an acnodal circular
cubic γ, with o becoming the isolated point of the cubic. The lines through o now
parametrise the cubic, and this parametrisation gives the same group on γ as the
line construction that we gave in Section 3.1.1 (see [ST92, Section 3.7].

Concentric circles.

We now define a group on the union of two disjoint circles. For notational conve-
nience, we identify R2 with C. After an appropriate inversion, we can assume the
circles to be

σ1 = {e2πit : t ∈ [0, 1)}, σ2 = {re−2πit : t ∈ [0, 1)},
with r > 1, and we represent each element of σ1 ∪ σ2 as rεe2πit with ε ∈ Z2 (with
the obvious convention r0 = 1 and r1 = r). We define a group operation on σ1 ∪σ2

by

rε1e2πit1 ⊕ rε2e2πit2 = r(ε1+ε2) mod 2e2πi(t1+t2),
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which turns σ1 ∪ σ2 into a group isomorphic to R/Z × Z2, with identity element
o = 1 = r0e2πi·0. We again have the following concyclicity property, which is easily
seen using symmetry.

Proposition 3.1.7. Points a, b ∈ σ1 and c, d ∈ σ2 lie on a generalised circle if and
only if a⊕ b⊕ c⊕ d = o. If a = b or c = d, then the generalised circle is tangent at
that point.

3.2. Constructions of Sets with few Ordinary Circles

As we mentioned in Section 2.2 an ordinary circle is a circle contains exactly three
points from a given set. Since each circle is determined by 3 points, so we expect
for a random set of n points we get Ω(n3) ordinary circles. In this subsection, we
have a plan to give several examples with at most O(n2) ordinary circles and Ω(n3)
4-rich circles . More less our constructions are coming from a group structure on
some algebraic curves.

Proposition 3.2.1. Let σ be an ellipse, with the group structure introduced in
Section 3.1.2. Then for every positive integer n there exists a subgroup say Hn of
σ of order n such that

• Hn spans n2

2 −O(n) ordinary circles.
• The number of 4-rich circles of Hn is given by:

1
24n

3 − 1
4n

2 + 7
12n− 1 if n ≡ 0 (mod 4),

1
24n

3 − 1
4n

2 + 11
24n−

1
4 if n ≡ 1, 3 (mod 4),

1
24n

3 − 1
4n

2 + 7
12n−

1
2 if n ≡ 2 (mod 4).

Proof. Let σ be the ellipse defined by x2 + (y/s)2 = 1. Let n ≥ 5. We have
a finite subgroup of size n given by

S =

{(
cos

(
2πk

n

)
, s sin

(
2πk

n

))
: k = 0, . . . , n− 1

}
⊂ σ.

By Proposition 3.1.6, the circle through any three points a, b, c ∈ S passes through
the point d = 	a	 b	 c ∈ S. Therefore, the only way S spans an ordinary circle is
when d coincides with one of the points a, b, c (which occurs if the circle is tangent
to σ at that point). It follows that the number of ordinary circles is equal to

1

2

∣∣∣∣∣
{

(k1, k2, k3) ∈ Zn3 : 2k1 + k2 + k3 ≡ 0 (mod n), k1, k2, k3 distinct

}∣∣∣∣∣ ,
which is 1

2n
2 −O(n).

Similarly, the number of 4-point circles is equal to

1

4!

∣∣∣∣∣
{

(k1, k2, k3, k4) ∈ Zn4 : k1 + k2 + k3 + k4 ≡ 0 (mod n), k1, k2, k3, k4 distinct

}∣∣∣∣∣ ,
which is, by inclusion-exclusion, equal to 1

24 (n3 − 6n2 + (8 + 3δn)n − 6εn), where
δn is the number of solutions in Zn to the equation 2k = 0 and εn is the number of
solutions in Zn to the equation 4k = 0. This works out to

1
24n

3 − 1
4n

2 + 7
12n− 1 if n ≡ 0 (mod 4),

1
24n

3 − 1
4n

2 + 11
24n−

1
4 if n ≡ 1, 3 (mod 4),

1
24n

3 − 1
4n

2 + 7
12n−

1
2 if n ≡ 2 (mod 4).
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�

Notice that if γ∗ is the set of smooth points of γ, then by Theorem 3.1.5 we know
that for each n ∈ N there exists a subgroup of order n in γ∗.

Proposition 3.2.2. Let γ be an irreducible circular cubic, and let ⊕ be the group
operation defined in Section 3.1.1. Let Hn be a subgroup of order n of γ∗, and let
x ∈ γ∗ be such that 4x = ω 	 h for some h ∈ Hn. Then:

• The number of ordinary generalised circles in the coset S = Hn⊕x equals
n2

2 −O(n)

• The number of ordinary circles in the coset S = Hn ⊕ x equals n2

2 −O(n)
• If o /∈ S (equivalently, x /∈ Hn) then the number of 4-point circles is equal

to {
1
24n

3 − 1
4n

2 + 5
6n− 2 if n ≡ 0 (mod 8),

1
24n

3 − 1
4n

2 + 5
6n− 1 if n ≡ 4 (mod 8),

Proof. Let Hn be a subgroup of order n of γ∗, and let x ∈ γ∗ be such that
4x = ω 	 h for some h ∈ Hn. By Proposition 3.1.2, the number of ordinary
generalised circles in the coset S = Hn ⊕ x equals

1

2

∣∣∣∣∣
{

(a, b, c) ∈ H3
n : 2a⊕ b⊕ c = h, a, b, c distinct

}∣∣∣∣∣ ,
which is easily seen to equal 1

2n
2 −O(n).

Similarly, the number of ordinary circles in S = Hn ⊕ x equals

1

2

∣∣∣∣∣
{

(a, b, c) ∈ H3
n : 2a⊕ b⊕ c = h, a, b, c 6= 	x and distinct

}∣∣∣∣∣ ,
which also equals 1

2n
2 −O(n).

As in the previous proposition, if o /∈ S (equivalently, x /∈ Hn) then the number of
4-point circles is equal to 1

24 (n3 − 6n2 + (8 + 3δn)n− 6εn), where δn is the number
of solutions in Hn to the equation 2k = h and εn is the number of solutions in
Hn to the equation 4k = h. If Hn is cyclic, then we get the same numbers as in
the previous construction. Otherwise, n = 0 (mod 4), Hn

∼= Zn/2 × Z2, and the
number of 4-point circles equals{

1
24n

3 − 1
4n

2 + 5
6n− 2 if n ≡ 0 (mod 8),

1
24n

3 − 1
4n

2 + 5
6n− 1 if n ≡ 4 (mod 8),

which is greater than the corresponding number in the previous construction.

�

Proposition 3.2.3. Let σ1 and σ2 be two cocenter circles and radius 1 and r > 1
respectively. Assume S1 ⊂ σ1 and S2 ⊂ σ2 are two subset corresponding to the set
of vertices of two regular m-gon that are aligned for m ≥ 3. Let S = S1 ∪ S2 be a
subset of 2m points where m = n

2 , then

• S determines n2

4 −O(n) ordinary generalised circles.

• S determines n2

4 −O(n) ordinary circles.

• S determines n3

32 −O(n2) 4-rich circles.
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Proof. We identify R2 with C. Let σ1 be the circle with centre the origin
and radius one, and σ2 the circle with centre the origin and radius r > 1. By the
definition S1 and S2 are

S1 =
{
e2πik/m : k = 0, . . . ,m− 1

}
⊂ σ1

and

S2 =
{
re2πik/m : k = 0, . . . ,m− 1

}
⊂ σ2.

(see Figure 4). Let S = S1 ∪ S2. By Proposition 3.1.7, the points a, b ∈ σ1,
c, d ∈ σ2 are collinear or concyclic if and only if a ⊕ b ⊕ c ⊕ d = o. In particular,
if a = b, then the generalised circle through the three points is tangent to σ1.
It follows that if n ≥ 8, the ordinary generalised circles of S are exactly those
through e2πik1/m, re−2πik2/m, re−2πik3/m or through re−2πik1/m, e2πik2/m, e2πik3/m

where 2k1 + k2 + k3 ≡ 0 (mod m), with k2 6≡ k3 (mod m).

For generic r > 1, we then obtain that the number of ordinary generalised circles
equals∣∣∣∣∣

{
(k1, k2, k3) ∈ Zm3 : 2k1 + k2 + k3 ≡ 0 (mod m), k2, k3 distinct

}∣∣∣∣∣
(although k2 and k3 are not ordered, we either have two points on σ1 or two points
on σ2). This equals m(m − 2) if m is even and m(m − 1) if m is odd. That is,
for generic r, we obtain 1

4n
2 − n ordinary generalised circles if n ≡ 0 (mod 4) and

1
4n

2 − 1
2n ordinary generalised circles if n ≡ 2 (mod 4).

If we choose r = (cos(2πk/m))−1 (there are bm/4c choices for r), then the tangent
lines at points of S1 pass through two points of S2, so are ordinary generalised
circles. Thus, for these choices of r we lose m ordinary circles, and obtain 1

4n
2− 3

2n

ordinary circles if n ≡ 0 (mod 4) and 1
4n

2 − n ordinary circles if n ≡ 2 (mod 4).
Note that this is much less than the number of ordinary circles given by Proposi-
tion 3.2.1 and 3.2.2.

Similarly, the number of 4-point generalised circles spanned by S equals

1

4

∣∣∣∣∣
{

(k1, k2, k3, k4) ∈ Zm4 : k1 + k2 + k3 + k4 ≡ 0 (mod m), k1 6= k2 and k3 6= k4

}∣∣∣∣∣ ,
which is 1

4m
3 −O(m2) = 1

32n
3 −O(n2), also much less than the number in Propo-

sition 3.2.1 and 3.2.2. �

Proposition 3.2.4. Let σ1, σ2, S1 and m be as in Proposition 3.2.3. Suppose that
S′2 is the rotating of S2 around the origin by an angle of kπ

m . If S′ = S1 ∪ S′2, then

• S′ determines m2 ordinary generalized circles if m is even. Otherwise
m(m− 1)

• S′ determines n2

4 −O(n) ordinary circles.

• S′ determines n3

32 −O(n2).

Proof. By the definition we have:

S′2 =
{
re−iπ(2k−1)/m : k = 0, . . . ,m− 1

}
,

and S′ = S1 ∪ S′2 (see Figure 5). As before, if n ≥ 8, the ordinary circles (in-
cluding straight lines through exactly three points) of S′ are exactly those through
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Figure
4. ‘Aligned’
double hexagon

Figure
5. ‘Offset’
double hexagon

e2πik1/m, re−iπ(2k2−1)/m, re−iπ(2k3−1)/m or through re−iπ(2k1−1)/m, e2πik2/m, e2πik3/m,
where 2k1 + k2 + k3 ≡ 1 (mod m) with k2 6≡ k3 (mod m).

For generic r > 1, we now have to count the number of ordered triples in the set{
(k1, k2, k3) ∈ Zm3 : 2k1 + k2 + k3 ≡ 1 (mod m), k2, k3 distinct

}
.

This equals m2 if m is even and m(m − 1) if m is odd. That is, for generic r,
we obtain 1

4n
2 ordinary generalised circles if n ≡ 0 (mod 4), worse than Proposi-

tion 3.2.3, and 1
4n

2 − 1
2n ordinary generalised circles if n ≡ 2 (mod 4), the same

number as in Proposition 3.2.3.

Again, if we choose r = (cos(2πk/m))−1 (there are bm/4c choices for r), we lose
m ordinary circles. Thus, we obtain 1

4n
2 − n ordinary circles if n ≡ 2 (mod 4), the

same number as in Proposition 3.2.3.

As in Proposition 3.2.3, we get 1
32n

3 −O(n2) 4-point circles. �

Proposition 3.2.5. Let σ1, σ2, S1 and S2 be as in Proposition 3.2.3. Assume that
n = 2m− 1 ≥ 11 is odd, and remove an arbitrary p ∈ S1. Then

• S \ {p} determines 3n2

8 −O(n) ordinary generalised circles.

• S \ {p} determines n3

32 −O(n2) 4-rich generalised circles.

Proof. First assume that m is odd. Before we remove p, there are m(m− 1)
ordinary generalised circles. Of these, there are (m − 1)/2 tangent at p. There
are also m− 1 ordinary generalised circles through p tangent at some point of S2.
Thus, by removing p, we destroy 3(m−1)/2 ordinary generalised circles and create(
m
2

)
− (m− 1)/2 new ones. Therefore, S \ {p} has

m(m− 1)− 3

2
(m− 1) +

(
m

2

)
− 1

2
(m− 1) =

3

2
m2 − 7

2
m+ 2

ordinary generalised circles. That is, there are 3
8n

2 − n + 5
8 ordinary generalised

circles if n ≡ 1 (mod 4).
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Next assume that m is even. Before we remove p, there are m(m − 2) ordinary
generalised circles, of which there are (m − 2)/2 through two different points of
S2 tangent at p, and there are also m − 2 ordinary generalised circles through p
tangent at a point of S2. As before, we obtain

m(m− 2)− 3

2
(m− 2) +

(
m

2

)
− 1

2
(m− 2) =

3

2
m2 − 9

2
m+ 4

ordinary generalised circles. Thus, we obtain 3
8n

2 − 3
2n + 17

8 ordinary generalised
circles if n ≡ 3 (mod 4).

Instead of starting with Construction 3.2.3, we can take the ‘offset’ Construc-
tion 3.2.4 and remove a point. It is easy to see that when n ≡ 1 (mod 4) we
obtain the same number of ordinary generalised circles, while if n ≡ 3 (mod 4) we
obtain more.

Since there are no 5-point circles in Propositions 3.2.3 and 3.2.4 when m ≥ 6,
removing a point does not add any 4-point circle, but destroys O(n2) of them. We
thus get 1

32n
3−O(n2) 4-point generalised circles, which is asymptotically the same

as in Propositions 3.2.3 and 3.2.4. �

Now in the following example by applying an inversion to the example of Proposition
3.2.5 we obtain an example with few ordinary circles. More precisely,

Corollary 3.2.6. Suppose that σ1, σ2, \{p} and m are as in the Proposition 3.2.5.
Assume Ip is an inversion with centre at p (removed point from S). The resulting
point set has m points on a circle and m − 1 points on a line disjoint from the
circle. Then

• Ip(\{p}) determines (m−1)(2m−3)
2 ordinary circles when m is odd.

• Ip(\{p}) determines (m−2)(2m−3)
2 ordinary circles when m is even.

Proof. Every ordinary circle after the inversion corresponds to an ordinary
generalised circle not passing through p before the inversion. If m is odd, there are
(m − 1)/2 ordinary generalised circles tangent at p and a further m − 1 ordinary
generalised circles through p tangent to σ2, so we obtain m(m− 1)− 3(m− 1)/2 =
1
2 (m − 1)(2m − 3) ordinary circles. For even m we similarly obtain m(m − 2) −
3(m−2)/2 = 1

2 (m−2)(2m−3) ordinary circles. That is, we have 1
4 (n−1)(n−2) =

1
4n

2− 3
4n+ 1

2 ordinary circles when n ≡ 1 (mod 4) and 1
4 (n−3)(n−2) = 1

4n
2− 5

4n+ 3
2

ordinary circles when n ≡ 3 (mod 4).

If we remove another point from this inverted construction, we obtain a set of n
points where n is even, with 3

8n
2 −O(n) ordinary circles. �

Remark 3.2.7. If we invert Proposition 3.2.1 in a point on the ellipse that is not in
the set S, then by Proposition 2.2.11, we obtain points on an acnodal circular cubic
(without its acnode) as in proposition 3.2.2, with the same number of ordinary and
4-point generalised circles.

If we invert a circular cubic in a point not on the curve, then we obtain a bicircular
quartic by Lemma 2.2.9. There will again be 1

2n
2 − O(n) ordinary circles (or

ordinary generalised circles) and 1
24n

3 − O(n2) 4-point circles among the inverted
points.
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3.3. The structure theorems

In This section we will proof several structure theorems for the finite sets in the
plane that determines few ordinary circles. In the next Section 3.4 by using strong
structure theorem 3.3.3 We are proving the minimum number of ordinary circles
determined by a set of n points.

3.3.1. Proof of the weak structure theorem. In this section we will proof
the fist structure theorem for the set with few ordinary circles, namely

Theorem 3.3.1 (Weak structure theorem). Let K > 0 and let n be sufficiently
large depending on K. If a set P of n points in R2 spans at most Kn2 ordinary
generalised circles, then all but at most O(K) points of P lie on a bicircular quartic.

The proofs of our structure theorems for sets with few ordinary circles crucially rely
on the following structure theorem for sets with few ordinary lines due to Green and
Tao [GT13]. Recall that an ordinary line is a line containing exactly two points
of the given point set.

Theorem 3.3.2 (Green–Tao). Let K > 0 and let n be sufficiently large depending
on K. If a set P of n points in R2 spans at most Kn ordinary lines, then P differs
in at most O(K) points from an example of one of the following types:

(1) n−O(K) points on a line;
(2) m points each on a line and a disjoint conic, for some m = n

2 ±O(K)
(3) n±O(K) points on an acnodal or smooth cubic.

Proof. Let P be a set of n points spanning at most Kn2 ordinary gener-
alised circles. We wish to show that P lies mostly on a bicircular quartic (we will
repeatedly use ‘mostly’ to mean ‘for all but O(K) points’).

Note that for at least 2n/3 points p of P , there are at most 9Kn ordinary circles
through p, hence the set Ip(P \{p}) spans at most 9Kn ordinary lines. Let P ′ be the
set of such points. For n sufficiently large depending on K, applying Theorem 3.3.2
to Ip(P \ {p}) for any p ∈ P ′ gives that Ip(P \ {p}) lies mostly on a line, a line and
a conic, an acnodal cubic, or a smooth cubic.

If there exists p ∈ P ′ such that Ip(P \ {p}) lies mostly on a line, then inverting
again in p, we see that P must lie mostly on a line or a circle.

If there exists p ∈ P ′ such that Ip(P \ {p}) lies mostly on a line l and a disjoint
conic σ, we have two cases, depending on whether p lies on l or not.

If p ∈ l, we invert again in p to find that P lies mostly on the union of l and Ip(σ).
By Lemma 2.2.9, Ip(σ) is either a circle (if σ is a circle) or an irreducible bicircular
quartic (if σ is a non-circular conic). Furthermore, p is the only point that could
possibly lie on both l and Ip(σ). Since roughly n/2 points of P lie on l, there must
be another point q ∈ l ∩ P ′ that does not lie on Ip(σ). In Iq(P \ {q}), the line l
remains a line, and by definition of P ′ the set Iq(P \ {q}) spans few ordinary lines,
so Theorem 3.3.2 tells us Iq(Ip(σ)) is a conic. It follows from Lemma 2.2.9 that
Ip(σ) cannot be a quartic, since we inverted in the point q outside Ip(σ) and did
not obtain a quartic. That means Ip(σ) has to be a circle, and it is disjoint from l.
Thus, P lies mostly on the union of a line and a disjoint circle.

If p /∈ l, we invert in p to see that P lies mostly on the union of the circle Ip(l) and
the curve Ip(σ), which is either a circle or a quartic. Again p is the only point that
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can lie on both curves. Inverting in another point q ∈ Ip(l)∩P ′, Iq(Ip(l)) becomes
a line, so Theorem 3.3.2 tells us that Iq(Ip(σ)) is a conic, so that Ip(σ) must be a
circle disjoint from Ip(l) as before. Thus, P lies mostly on the union of two disjoint
circles.

The case that remains is when for all p ∈ P ′, the set Ip(P \ {p}) lies mostly on an
acnodal or smooth cubic γ. Fix such a p, and consider Ip(γ), which mostly contains
P . If γ is not a circular cubic, then by the classification in Section 2.2 it has circular
degree three, so Ip(γ) has circular degree three as well. For any q ∈ Ip(γ)∩P ′ other
than p, the curve Iq(Ip(γ)) is also a cubic curve, by the definition of P ′ and Theorem
3.3.2. By Case 3 of Lemma 2.2.9, this can only happen if q is a singularity of Ip(γ).
But Ip(γ) is an irreducible curve of degree at most six, and so has at most 10
singularities by [Wal78, Theorem 4.4], which is a contradiction. So γ must be a
circular cubic that is acnodal or smooth. If γ is acnodal, then Ip(γ) is either a
bicircular quartic (if p 6∈ γ), an acnodal circular cubic (if p is a regular point of γ),
or a non-circular conic (if p is the singularity of γ). In the last case, the conic is
an ellipse by Proposition 2.2.11. If γ is smooth, then Ip(γ) is either a bicircular
quartic or a smooth circular cubic.

We have encountered the following curves that P could mostly lie on: a line, a
circle, an ellipse, a disjoint union of a line and a circle, a disjoint union of two
circles, a circular cubic, or a bicircular quartic. All of these are subsets of bicircular
quartics, which proves the statement of Theorem 3.3.1. �

3.3.2. Proof of the strong structure theorem.

Theorem 3.3.3 (Strong structure theorem). Let K > 0 and let n be sufficiently
large depending on K. If a set P of n points in R2 spans at most Kn2 ordinary
generalised circles, then up to inversions and similarities, P differs in at most O(K)
points from a configuration of one of the following types:

(1) A subset of a line;
(2) A subgroup of an ellipse;
(3) A coset H ⊕ x of a subgroup H of a smooth circular cubic, for some x

such that 4x ∈ H ⊕ α ⊕ β, where α and β are the two circular points at
infinity;

(4) A double polygon that is ‘aligned’ or ‘offset’.

Conversely, every set of these types defines at most O(Kn2) ordinary generalised
circles.

First of all, as explained in Section 3.2, a subgroup of an ellipse and an appropriate
coset of a subgroup of a smooth circular cubic both have at most 1

2n
2 ordinary

generalised circles, and a double polygon has at most 1
4n

2 ordinary generalised
circles. It follows from Lemma 3.3.4 below that if we add and/or remove O(K)
points, then there will be at most O(Kn2) ordinary generalised circles.

Lemma 3.3.4. Let S be a set of n points in R2 with s ordinary generalised circles.
Let T be a set that differs from S in at most K points: |S 4 T | ≤ K. Then T has
at most s+O(Kn2 +K2n+K3) ordinary generalised circles.

Proof. First note that if we add a point to any set of n points, we create
at most

(
n
2

)
ordinary generalised circles. Secondly, since two circles intersect in at

most two points, the number of 4-point circles through a fixed point in a set of n
points is at most 1

3

(
n−1

2

)
, so by removing a point we create at most 1

3

(
n−1

2

)
<
(
n
2

)
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ordinary generalised circles. It follows that by adding and removing O(K) points,
we create at most(

n

2

)
+

(
n+ 1

2

)
+ · · ·+

(
n+K − 1

2

)
= O(Kn2 +K2n+K3)

ordinary generalised circles. �

Next, let P be a set of n points with at most Kn2 ordinary generalised circles. From
the proof of Theorem 3.3.1 above, we see that P differs in at most O(K) points
from a line, a circle, an ellipse, a disjoint union of a line and a circle, a disjoint
union of two circles, a circular cubic, or a bicircular quartic. Moreover, in the proof
we saw that the circular cubic must be acnodal or smooth, and that the bicircular
quartic has the property that if we invert in a point on the curve, the resulting
circular cubic is acnodal or smooth.

Using inversions, we can reduce the number of types of curves that we need to
analyse further.

• If P lies mostly on a line, then we are in Case 1 of Theorem 3.3.3, so we
are done.

• If P lies mostly on a circle, then inverting in a point on the circle puts us
in Case 1 again.

• If P lies mostly on an ellipse, then inverting in a point of the ellipse places
P mostly on an acnodal circular cubic.

• If P lies mostly on a bicircular quartic, then inverting in any regular point
on the curve gives us a circular cubic. As mentioned above, this cubic is
acnodal or smooth.

• If P lies mostly on a line and a disjoint circle, then an inversion in a point
not on the line or circle places P mostly on two disjoint circles.

• If P lies mostly on the disjoint union of two circles, we can apply an inver-
sion that maps the two disjoint circles to two concentric circles [Bla00,
Theorem 1.7].

So, up to inversions, we need only consider the cases when P lies mostly on an
acnodal or smooth circular cubic, or on two concentric circles. We do this in
Lemmas 3.3.7 and 3.3.8 below, which will complete the proof of Theorem 3.3.3.

To determine the structure of P , we use a variant of a lemma from additive com-
binatorics that was used by Green and Tao [GT13]. It captures the principle that
if a finite subset of a group is almost closed under addition, then it is close to a
subgroup. The following statement is Proposition A.5 in [GT13].

Proposition 3.3.5. Let K > 0 and let n be sufficiently large depending on K. Let
A, B, C be three subsets of some abelian group (G,⊕), all of cardinality within K
of n. Suppose there are at most Kn pairs (a, b) ∈ A×B for which a⊕ b /∈ C. Then
there is a subgroup H ≤ G and cosets H ⊕ x, H ⊕ y such that

|A4 (H ⊕ x)|, |B 4 (H ⊕ y)|, |C 4 (H ⊕ x⊕ y)| = O(K).

The variant that we need is a simple corollary of Proposition 3.3.5.

Corollary 3.3.6. Let K > 0 and let n be sufficiently large depending on K. Let
A, B, C, D be four subsets of some abelian group (G,⊕), all of cardinality within
K of n. Suppose there are at most Kn2 triples (a, b, c) ∈ A × B × C for which
a ⊕ b ⊕ c /∈ D. Then there is a subgroup H ≤ G and cosets H ⊕ x, H ⊕ y, H ⊕ z
such that

|A4 (H ⊕ x)|, |B 4 (H ⊕ y)|, |C 4 (H ⊕ z)|, |D4 (H ⊕ x⊕ y ⊕ z)| = O(K).
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Proof. By the pigeonhole principle, there exists an a0 ∈ A such that there
are at most K ′n (where K ′ = O(K)) pairs (b, c) ∈ B×C for which a0⊕ b⊕ c /∈ D,
or equivalently b ⊕ c /∈ D 	 a0. Applying Proposition 3.3.5, we have a subgroup
H ≤ G and cosets H ⊕ y, H ⊕ z such that

|B 4 (H ⊕ y)|, |C 4 (H ⊕ z)|, |(D 	 a0)4 (H ⊕ y ⊕ z)| = O(K).

Since |B ∩ (H ⊕ y)| ≥ n − O(K), we repeat the argument above to obtain b0 ∈
B∩(H⊕y) such that there are at mostO(Kn) pairs (a, c) ∈ A×C with a⊕b0⊕c /∈ D,
and Proposition 3.3.5 gives a subgroup H ′ ≤ G and cosets H ′ ⊕ x, H ′ ⊕ z′ such
that

|A4 (H ′ ⊕ x)|, |C 4 (H ′ ⊕ z′)|, |(D 	 b0)4 (H ′ ⊕ x⊕ z′)| = O(K).

From this, it follows that |(H⊕z)4(H ′⊕z′)| = O(K), hence |(H⊕z)∩(H ′⊕z′)| ≥
n−O(K). Since (H ⊕ z) ∩ (H ′ ⊕ z′) is not empty, it has to be a coset of H ′ ∩H.
If H ′ 6= H, then |H ′ ∩H| ≤ n/2 +O(K), a contradiction. Therefore, H = H ′ and
H⊕ z = H ′⊕ z′. So we have |A4 (H⊕x)|, |B4 (H⊕ y)|, |C4 (H⊕ z)|, |D4 (H⊕
x⊕ b0 ⊕ z)| = O(K). Since b0 ∈ H ⊕ y, we obtain |D4 (H ⊕ x⊕ y ⊕ z)| = O(K)
as well. �

Lemma 3.3.7 (Circular cubic). Let K > 0 and let n be sufficiently large depending
on K. Suppose P is a set of n points in R2 spanning at most Kn2 ordinary gener-
alised circles, and all but at most K points of P lie on an acnodal or smooth circular
cubic γ. Then there is a coset H ⊕ x of a subgroup H ≤ γ∗, with 4x ∈ H ⊕ω, such
that |P 4 (H ⊕ x)| = O(K).

Proof. Let P ′ = P ∩ γ∗. Then |P 4 P ′| = O(K), and by Lemma 3.3.4,
P ′ spans at most O(Kn2) ordinary circles. If a, b, c ∈ γ are distinct, then by
Proposition 3.1.2, the generalised circle through a, b, c meets γ again in the unique
point d = ω 	 (a ⊕ b ⊕ c). This implies that d ∈ P ′ for all but at most O(Kn2)
triples a, b, c ∈ P ′, or equivalently a ⊕ b ⊕ c ∈ ω 	 P ′. Applying Corollary 3.3.6
with A = B = C = P ′ and D = ω 	 P ′, we obtain H ≤ γ∗ and a coset H ⊕ x such
that |P 4 (H ⊕x)| = O(K) and |(ω	P ′)4 (H ⊕ 3x)| = O(K), which is equivalent
to |P 4 (H 	 3x⊕ ω)| = O(K). Thus we have |(H ⊕ x)4 (H 	 3x⊕ ω)| = O(K),
which implies 4x ∈ H ⊕ ω. �

Lemma 3.3.8 (Concentric circles). Let K > 0 and let n be sufficiently large de-
pending on K. Suppose P is a set of n points in R2 spanning at most Kn2 ordinary
generalised circles. Suppose all but at most K of the points of P lie on two concen-
tric circles, and that P has n/2±O(K) points on each. Then, up to similarity, P
differs in at most O(K) points from an ‘aligned’ or ‘offset’ double polygon.

Proof. By scaling and rotating, we can assume that P lies mostly on the two
concentric circles σ1 = {e2πit : t ∈ [0, 1)} and σ2 = {re−2πit : t ∈ [0, 1)}, r > 1,
which we gave a group structure in Section 3.1.2.

Let P1 = P∩σ1 and P2 = P∩σ2. Then |P4(P1∪P2)| = O(K), and by Lemma 3.3.4,
P1 ∪ P2 spans at most O(Kn2) ordinary circles. If a, b ∈ σ1 and c ∈ σ2 with a 6= b,
then by Lemma 3.1.7, the generalised circle through a, b, c meets σ1 ∪ σ2 again
in the unique point d = 	(a ⊕ b ⊕ c). This implies d ∈ P2 for all but at most
O(Kn2) triples (a, b, c) with a, b ∈ P1 and c ∈ P2. Applying Corollary 3.3.6 with
A = B = P1, C = P2 and D = 	P2, we get cosets H ⊕x and H ⊕ y of σ1 ∪σ2 such
that |P1 4 (H ⊕ x)|, |P2 4 (H ⊕ y)| = O(K) and 2x ⊕ 2y ∈ H, where x ∈ σ1 and
y ∈ σ2. It follows that H ≤ σ1, hence H is a cyclic group of order m = n/2±O(K),
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and H ⊕ x and H ⊕ y are the vertex sets of regular m-gons inscribed in σ1 and σ2,
respectively, either ‘aligned’ or ‘offset’ depending on whether x⊕ y ∈ H or not. �

Together these lemmas prove Theorem 3.3.3. It just remains to remark that if P
differs in O(K) points from a coset on an acnodal circular cubic, then we apply
inversion in its singularity. By Proposition 2.2.11, we obtain that P differs in O(K)
points from a coset H⊕x of a finite subgroup H of an ellipse, where 4x = o. Thus,
x is a point of the ellipse with eccentric angle a multiple of π/2. After a rotation,
we can assume that x = o, which is Case 2 of Theorem 3.3.3. �

3.4. Extremal configurations

In this section we prove Theorems 3.4.6, 3.4.1, and 3.4.8. The prove of these the-
orems are consequences of the structure theorems have proven in previous section.
We first consider generalised circles.

3.4.1. Ordinary generalised circles.

Theorem 3.4.1 (Ordinary generalised circles).

(1) If n is sufficiently large, the minimum number of ordinary generalised
circles determined by n points in R2, not all on a generalised circle, equals

1
4n

2 − n if n ≡ 0 (mod 4),
3
8n

2 − n+ 5
8 if n ≡ 1 (mod 4),

1
4n

2 − 1
2n if n ≡ 2 (mod 4),

3
8n

2 − 3
2n+ 17

8 if n ≡ 3 (mod 4).

(2) Let C be sufficiently large. If a set P of n points in R2 determines fewer
than 1

2n
2 − Cn ordinary generalised circles, then P lies on two disjoint

generalised circles.

Suppose P is an n-point set in R2 spanning fewer than 1
2n

2 ordinary generalised
circles, and that P is not contained in a generalised circle. Applying Theorem 3.3.3,
we can conclude that, up to inversions, P differs in O(1) points from one of the
following examples: points on a line, a coset of a subgroup of an acnodal or smooth
circular cubic, or a double polygon.

The first type of set is very easy to handle. Note that the lower bound is on the
number of ordinary circles, not counting 3-point lines.

Lemma 3.4.2. Let K ≥ 1 and n ≥ 2K + 4. If all except K points of a set P ⊂ R2

of n points lie on a line, then P spans at least
(
n−1

2

)
ordinary circles.

Proof. Let ` be a line such that |P ∩ `| = n − K. For any p ∈ P ∩ ` and
q ∈ P \ ` there are at most K − 1 non-ordinary circles through p, q, another point
on P ∩ `, and another point in P \ `. Therefore, there are at least K(n − 2K)
ordinary circles through p. This holds for any of the n −K points p ∈ P ∩ `, and
we obtain at least 1

2K(n− 2K)(n−K) ordinary circles. It is easy to see that when

1 ≤ K ≤ (n− 4)/2, 1
2K(n− 2K)(n−K) is minimised when K = 1. �

Cosets on cubics are also relatively easy to handle. We again obtain a lower bound
on the number of ordinary circles, not including 3-point lines.
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Lemma 3.4.3. Suppose P ⊂ R2 differs in K points from a coset H ⊕ x of an
acnodal or smooth circular cubic, where |H| = n±O(K) and 4x	ω ∈ H. Then P
spans at least 1

2n
2 −O(Kn) ordinary circles.

Proof. Suppose that P differs in K points from H ⊕ x. We know from Con-
struction 3.2.2 that H⊕x spans 1

2n
2−O(n) ordinary circles, all of which are tangent

to γ. We show that adding or removing K points destroys no more than O(Kn) of
these ordinary circles, so that the resulting set P still spans at least 1

2n
2 −O(Kn)

ordinary circles.

Suppose we add a point q /∈ H ⊕ x. For p ∈ H ⊕ x, at most one circle tangent to γ
at p can pass through q. Thus, adding q destroys at most n ordinary circles. Now
suppose we remove a point p ∈ H ⊕ x. Since ordinary circles of H ⊕ x correspond
to solutions of 2p⊕ q ⊕ r = ω or p⊕ 2q ⊕ r = ω, there are at most O(n) solutions
for a fixed p. Thus removing p destroys at most O(n) ordinary circles.

Repeating K times, we see that adding or removing K points to or from H ⊕ x
destroys at most O(Kn) ordinary generalised circles out of the 1

2n
2−O(n) spanned

by H ⊕ x. This proves that P spans at least 1
2n

2 −O(Kn) ordinary circles. �

From the two lemmas above we know that there is an absolute constant C such
that a set of n points, not all collinear or concyclic, spanning at most 1

2n
2 − Cn

ordinary generalised circles, differs in O(1) points from Case 4 in Theorem 3.3.3.
This case, where P is close to the vertex set of a double polygon, requires a more
careful analysis of the effect of adding or removing points.

We use the following special case of a result due to Raz, Sharir, and De Zeeuw
[RSDZ16b].

Proposition 3.4.4. If P ⊂ R2 is a set of n points contained in two circles, then
the number of lines with at least three points of P is at most O(n11/6).

Proof. Denote the two circles by σ1 and σ2. We use [RSDZ16b, Theorem
6.1], which states that for (not necessarily distinct) algebraic curves C1, C2, C3 of
constant degree, and finite sets Si ⊂ Ci, the number of collinear triples (p1, p2, p3) ∈
S1×S2×S3, with p1, p2, p3 distinct, is bounded by O(|S1|1/2|S2|2/3|S3|2/3 + |S1|+
|S1|1/2|S2|+ |S1|1/2|S3|), unless C1 ∪C2 ∪C3 is a line or a cubic. Let C1 = σ1 and
C2 = C3 = σ2. Set Si = P ∩ Ci for i = 1, 2, 3. Every line with at least one point
of S1 and two points of S2 = S3 corresponds to a collinear triple in S1 × S2 × S3.
Since the union of two circles is not a line or a cubic, we can apply the theorem to
get the bound O(n11/6) for the number of collinear triples in P with one point in
σ1 and two points in σ2. Similarly, the number of collinear triples in P with one
point in σ2 and two points in σ1 is also O(n11/6). Since a line intersects σ1 ∪ σ2

in at most four points, we also obtain the bound O(n11/6) for the number of lines
with at least three points. �

Lemma 3.4.5. Let S be a double polygon with m points on each circle. Let P =
(S \ A) ∪ B be a set of n points, where A is a subset of S with a = O(1) points
and B is a set disjoint from S with b = O(1) points. Then P spans at least
1
8 (2 + a+ 4b)n2 −O(n11/6) ordinary generalised circles.

Proof. We know from Propositions 3.2.3 and 3.2.4 that S spans 1
4n

2 −O(n)
ordinary generalised circles.
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Consider first the number of ordinary generalised circles spanned by S \ A. As we
saw in Proposition 3.2.5, removing a point p ∈ S destroys at most 3m/2 ordinary
generalised circles spanned by S, and adds 1

2m
2 − O(m) = 1

8n
2 − O(n) ordinary

generalised circles. Noting that there are at most m 4-point generalised circles
spanned by S that go through any two given points of A, we thus have by inclusion-
exclusion that S\A determines at least (1

4 + a
8 )n2−O(n) ordinary generalised circles.

Now consider adding q ∈ B to S. For any pair of points from S \A, adding q ∈ B
creates a new ordinary generalised circle, unless the generalised circle through the
pair and q contains three or four points of S \A. We already saw that the number
of ordinary generalised circles hitting a fixed point is O(n), so it remains to bound
the number of 4-point generalised circles of S that hit q. If q lies on one of the
concentric circles, then no 4-point generalised circles hit q, so we can assume that q
does not. Applying inversion in q reduces the problem to bounding the number of 4-
point lines determined by a subset of two circles. By Proposition 3.4.4, this number
is bounded by O(n11/6), so p lies on at most O(n11/6) of the 4-point generalised
circles spanned by S. Adding q to S thus creates at least

(
n
2

)
−O(n11/6) ordinary

generalised circles. Note that each p ∈ A that was removed destroys at most n of
these circles.

Adding q to S \A also destroys at most O(n) ordinary circles, since for each p ∈ S
there is only one circle tangent at p and going through q, and for each p ∈ A, at
most m ordinary circles spanned by S \A go through p. Finally, since there are at
most 2m circles through two points of B that also go through two points of S \A,
P = (S \ A) ∪ B spans at least ( 1

4 + a
8 + b

2 )n2 − O(n11/6) ordinary generalised
circles. �

Theorem 3.4.1 then follows easily from the lemmas above.

Proof of Theorem 3.4.1. Suppose that P is a set of n points in R2 with
fewer than 1

2n
2 − Cn ordinary generalised circles, where C is sufficiently large.

Without loss of generality, n is also sufficiently large. By Lemmas 3.4.2 and 3.4.3,
we need only consider the case where P differs byO(1) points from a double polygon.
In the notation of Lemma 3.4.5, we have P = (S \ A) ∪ B and 1

8 (2 + a + 4b) < 1
2 ,

which implies that a ≤ 1 and b = 0. So P is either equal to S, or is obtained from
S by removing one point, which are exactly the cases in propositions 3.2.3, 3.2.4,
and 3.2.5. In particular, the minimum number of ordinary generalised circles occurs
in Propositions 3.2.3 when n ≡ 0 (mod 4), in Propositions 3.2.5 when n ≡ 1, 3
(mod 4), and in propositions 3.2.3 and 3.2.4 when n ≡ 2 (mod 4). �

3.4.2. Ordinary circles. We now consider what happens if we do not count
generalised circles that are lines, and prove Theorem 3.4.6.

Theorem 3.4.6 (Ordinary circles).

(1) If n is sufficiently large, the minimum number of ordinary circles deter-
mined by n points in R2, not all on a line or a circle, equals

1
4n

2 − 3
2n if n ≡ 0 (mod 4),

1
4n

2 − 3
4n+ 1

2 if n ≡ 1 (mod 4),
1
4n

2 − n if n ≡ 2 (mod 4),
1
4n

2 − 5
4n+ 3

2 if n ≡ 3 (mod 4).
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(2) Let C be sufficiently large. If a set P of n points in R2 determines fewer
than 1

2n
2 − Cn ordinary circles, then P lies on the disjoint union of two

circles, or the disjoint union of a line and a circle.

Proof of Theorem 3.4.6. Let P be a set of n points not all on a line or
a circle, with at most 1

2n
2 − Cn ordinary circles, for a sufficiently large C. By a

simple double counting argument, there are at most 1
6n

2 3-point lines, so there are

at most 2
3n

2−O(n) ordinary generalised circles. By Theorem 3.3.3, up to inversions
and up to O(1) points, P lies on a line, an ellipse, a smooth circular cubic, or two
concentric circles. By Lemmas 3.4.2 and 3.4.3, the first three cases give us at least
1
2n

2 − O(n) ordinary circles, contrary to assumption. Therefore, we only need to
consider the case where, when P is transformed by an inversion to P ′, we have
P ′ = (S \ A) ∪ B, where S is a double polygon (‘aligned’ or ‘offset’), and |A| = a,
|B| = b.

By Lemma 3.4.5, P ′ has at least 1
8 (2 + a + 4b)n2 − O(n11/6) ordinary generalised

circles, which gives us the inequality 1
8 (2+a+4b) < 2

3 , which in turn gives us a ≤ 3
and b = 0. Therefore, P ′ lies on two concentric circles, and P lies on the disjoint
union of two circles or the disjoint union of a line and a circle.

Suppose that a = 3 (and b = 0). Then P ′ has 5
8n

2 − O(n) ordinary generalised
circles. Those passing through the centre of the inversion that transforms P to P ′,
are inverted back to straight lines passing through three points of P . As in the
proof of Lemma 3.4.5, there are 1

8n
2 − O(n) ordinary generalised circles that pass

through any point of A. Also, we can use Lemma 3.4.7 below to show that there
are at most O(n) ordinary generalised circles spanned by S \ A that intersect in
the same point not in S. Indeed, by Lemma 3.4.7, there are at most n/2 ordinary
generalised circles of S that intersect in the same point p /∈ S. Furthermore, for
each point q ∈ A there are O(n) generalised circles through p, q, and two more
points of S. It follows that there are O(n) ordinary generalised circles spanned by
S \A through p.

Thus, if the centre of inversion is in A, P has 1
2n

2 − O(n) ordinary circles, which
is a contradiction if C is chosen large enough. On the other hand, if the centre of
inversion is not in A, then P has 5

8n
2 −O(n) ordinary circles, also a contradiction.

Therefore, we have a ≤ 2, which means that P ′ is a set of n points as in Proposi-
tions 3.2.3, 3.2.4, 3.2.5, or 3.2.6.

Next, suppose that n is even. If a = 2, then there are 1
2n

2 −O(n) ordinary gener-

alised circles and through both points of A there are 1
8n

2−O(n) ordinary generalised

circles. If we invert in one of these points in A, we obtain a set with 3
8n

2 − O(n)
ordinary circles (as in proposition 3.2.6), which is not extremal. Otherwise, a = 0,
P ′ is as in Propositions 3.2.3 or 3.2.4, and there are at least 1

4n
2 − n ordinary

generalised circles if n ≡ 0 (mod 4) and 1
4n

2 − 1
2n if n ≡ 2 (mod 4). Let p be the

centre of the inversion that transforms P to P ′. Then all the 3-point lines of P
are inverted to ordinary circles in the double polygon P ′, all passing through p.
By Lemma 3.4.7 below, there are at most n/2 ordinary circles that intersect in the
same point not in P ′. Thus, in P there at most n/2 3-point lines, and the number
of ordinary circles (not including lines) is at least 1

4n
2 − 3

2n if n ≡ 0 (mod 4) and
1
4n

2 − n if n ≡ 2 (mod 4), which match Proposition 3.2.3 (and Proposition 3.2.4
if n ≡ 2 (mod 4)), if the radii are chosen so that each vertex of the inner polygon
has an ordinary generalised circle that is a straight line tangent to it.
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o q
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b1

c1

d1

d2
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ϕ

θ
σ1σ2

Figure 6. Bitangent circles through q

Finally, suppose that n is odd. Then a = 1 and P ′ is as in Proposition 3.2.5,
with 3

8n
2 − O(n) ordinary generalised circles. It follows that P must be as in

Proposition 3.2.6, with 1
4n

2 − 3
4n+ 1

2 ordinary circles if n ≡ 1 (mod 4) and 1
4n

2 −
5
4n+ 3

2 ordinary circles if n ≡ 3 (mod 4). This finishes the proof. �

Lemma 3.4.7. Let S be a double polygon (‘aligned’ or ‘offset’) with m points on
each circle. Then a point q /∈ S lies on at most m ordinary generalised circles
spanned by S.

Proof. Denote the inner circle by σ1 and the outer circle by σ2, both with
centre o. We proceed by case analysis on the position of q with respect to σ1 and
σ2. Note that for each point p ∈ S, at most one of the ordinary generalised circles
tangent at p can go through q.

If q lies on either σ1 or σ2, then q does not lie on any ordinary generalised circle
spanned by S.

If q lies inside σ1, then q lies on at most m ordinary generalised circles spanned by
S, since ordinary generalised circles tangent to σ1 cannot pass through q. Similarly,
if q lies outside σ2, it lies on at most m ordinary generalised circles, since ordinary
generalised circles tangent to σ2 lie inside σ2.

The remaining case to consider is when q lies in the annulus bounded by σ1 and
σ2. Consider the subset S′ ⊂ S of points p such that there exists an ordinary
generalised circle tangent at p going through q. Consider the four circles passing
through q and tangent to both σ1 and σ2. They touch σ1 at a1, b1, c1, d1 and σ2 at
a2, b2, c2, d2 as in Figure 6.
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Any circle through q tangent to σ1 and intersecting σ2 in two points, must touch
σ1 on one of the open arcs a1b1 or c1d1. Similarly, any circle through q tangent to
σ2 and intersecting σ1 in two points, must touch σ2 on one of the open arcs a2c2 or
b2d2. It follows that S′ must be contained in the relative interiors of one of these
four arcs. Since S consists of m equally spaced points on each of σ1 and σ2,

|S′| <
⌈

2m(∠a1ob1 + ∠c1od1 + ∠b2od2 + ∠a2oc2)

4π

⌉
=

⌈
m(θ + φ)

π

⌉
,

where θ and φ are as indicated in Figure 6. In order to show that |S′| ≤ m, it
suffices to show that the angle sum θ + φ is strictly less than π. This is clear from
Figure 6 (note that a1, o, a2 are collinear with a1 and a2 on opposite sides of o). �

3.4.3. Four-point circles.

Theorem 3.4.8 (4-point generalised circles).

(1) If n is sufficiently large, the maximum number of 4-point generalised cir-
cles determined by a set of n points in R2 is equal to

1
24n

3 − 1
4n

2 + 5
6n− 2 if n ≡ 0 (mod 8),

1
24n

3 − 1
4n

2 + 11
24n−

1
4 if n ≡ 1, 3, 5, 7 (mod 8),

1
24n

3 − 1
4n

2 + 7
12n−

1
2 if n ≡ 2, 6 (mod 8),

1
24n

3 − 1
4n

2 + 5
6n− 1 if n ≡ 4 (mod 8).

(2) Let C be sufficiently large. If a set P of n points in R2 determines more
than 1

24n
3 − 7

24n
2 +Cn 4-point generalised circles, then up to inversions,

P lies on an ellipse or a smooth circular cubic.

Proof of Theorem 3.4.8. Let P be a set of n points in R2 with at least
1
24n

3 − 7
24n

2 + O(n) 4-point generalised circles. Let ti denote the number of i-
point lines (i ≥ 2) and si the number of i-point circles (i ≥ 3) in P . By counting
unordered triples of points, we have(

n

3

)
=
∑
i≥3

(
i

3

)
(ti + si) ≥ t3 + s3 + 4(t4 + s4),

hence
1

6
n3 −O(n2) ≥ t3 + s3 + 4

(
1

24
n3 −O(n2)

)
and t3 + s3 = O(n2), so we can apply Theorem 3.3.3. We next consider each of the
cases of that theorem in turn.

If all except O(1) points of P lie on a straight line, it is easy to see that P determines
only O(n2) generalised circles, contrary to assumption.

If all except O(1) are vertices of two regular m-gons on concentric circles where
m = n/2 ± O(1), then we know from Propositions 3.2.3, 3.2.4, and 3.2.5 that
P determines at most 1

32n
3 + O(n2) 4-point generalised circles, again contrary to

assumption.

Suppose next that P = ((H ⊕ x) \ A) ∪ B, where H is a finite subgroup of order
m = n ± O(1) of a smooth circular cubic, A is a subset of H ⊕ x with a = O(1)
points, and B is a set disjoint from H⊕x with b = O(1) points. Then n = m−a+b.
The number of 4-point generalised circles in H ⊕ x is 1

24m
3 − 1

4m
2 + O(m). We

next determine an upper bound for the number of 4-point generalised circles in P .
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For each p ∈ A, let Cp be the set of 4-point generalised circles of H ⊕ x that pass
through p. Then |Cp| = 1

6m
2 − O(m) and |Cp ∩ Cq| = O(m) for distinct p, q ∈ A.

By inclusion-exclusion, we destroy at least |
⋃
p∈A Cp| ≥

1
6am

2 − O(m) 4-point

generalised circles by removing A, and we still have at most 1
24m

3− 1
4m

2− 1
6am

2 +
O(m) 4-point generalised circles in (H ⊕ x) \A.

For each p ∈ B, the number of ordinary generalised circles spanned by H⊕x passing
through p is at most O(m). This is because each such generalised circle is tangent
to the cubic at one of the points of H ⊕ x, and there is only one generalised circle
through p and tangent at a given point of H ⊕ x. Also, for each pair of distinct
p, q ∈ B, there are at most O(m) generalised circles through p and q and two points
of H ⊕ x; and for any three p, q, r ∈ B there are at most O(1) generalised circles
through p, q, r and one point of H ⊕ x. Therefore, again by inclusion-exclusion, by
adding B we gain at most O(m) 4-point generalised circles.

It follows that the number of 4-point generalised circles determined by P is

t4 + s4 ≤
1

24
m3 − 1

4
m2 − 1

6
am2 +O(m) =

n3 − (a+ 3b+ 6)n2 +O(n)

24
.

Since we assumed that

t4 + s4 ≥
n3 − 7n2 +O(n)

24
,

we obtain a+ 3b < 1. Therefore, a = b = 0 and P = H⊕x. The maximum number
of 4-point circles in a coset has been determined in Propositions 3.2.1 and 3.2.2.

The final case, when all but O(1) points of P lie on an ellipse, can be reduced to
the previous case. Indeed, by Lemma 2.2.11, if we invert the ellipse in a point on
the ellipse, we obtain an acnodal circular cubic, and then the above analysis holds
verbatim for the group of regular points on this cubic.

�





CHAPTER 4

Probabilities of incidence between lines and a
plane curve

The results of this Chapter is based on a collaboration with Matteo Gallet and
Josef Schicho [MSG18].

In this chapter, we consider an algebraic plane curve C of degree d over a finite
field Fq with q elements, where q is a prime power, namely the set of points in the
projective plane P2(Fq) that are zeros of a homogeneous trivariate polynomial of
degree d. Given such a curve, we can define the probability for a line in P2(Fq) to
intersect it in exactly k points. Notice that here we consider the mere set-theoretic
intersection: no multiplicities are taken into account. We can then consider the
same kind of probability, keeping the same curve C — namely, the same trivariate
polynomial — but changing the base field from Fq to Fq2 , Fq3 and so on. In this

way, for every N ∈ N we define the numbers pNk (C), namely the probability for a
line in P2(FqN ) to intersect C in exactly k points. If the limit as N goes to infinity of

the sequence
(
pNk (C)

)
N∈N exists, we denote this number by pk(C). The main tool

we use to compute these numbers when the curve C is absolutely irreducible (see
Definition 2.1.33) and with simple tangency is an effective version of the Chebotarev
theorem (see Chapter 5) for function fields. By asking that the curve has simple
tangency we require that there exists a line whose intersection with C consists of
simple intersections except for one, which is a double intersection. Namely in this
section we will prove

Theorem 4.0.1. Let C be an absolutely irreducible plane algebraic curve of degree d
over Fq, where q is a prime power. Then the numbers {pk(C)} are well-defined,
namely the corresponding limits exist.

Theorem 4.0.2. Let C be an absolutely irreducible plane algebraic curve of degree d
over Fq, where q is a prime power. Suppose that C has simple tangency. Then for
every k ∈ {0, . . . , d} we have

pk(C) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.

In particular, pd−1(C) = 0 and pd(C) = 1/d!.

Finally, the concept of simple tangency (see 2.1.19) is applicable to curves in ar-
bitrary projective space: an absolutely irreducible curve C in Pn(Fq) for n ∈ N
has simple tangency if there exists a hyperplane H ⊆ Pn(Fq) intersecting C in
d − 1 smooth points of C such that H intersects C transversely at d − 2 points
and has intersection multiplicity 2 at the remaining point. Also the concepts of
Galois group of a curve and probabilities of intersections generalize similarly by
considering hyperplanes instead of lines. By applying a Veronese map and using
Chebotarev Theorem we derive the following proposition:

47
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Proposition 4.0.3. Let C be an absolutely irreducible algebraic curve of degree d
in P2 over Fq, where q is a prime power. Suppose that C has simple tangency. Let
e ∈ N be a natural number. Then for every k ∈ {0, . . . , de} we have

pk(C, e) =

de∑
s=k

(−1)k+s

s!

(
s

k

)
.

First let we make more precise the definition of the probabilities of intersection
between a random line and a given curve in the projective plane over a finite field
(Definition 4.0.4). We then prove the Theorems 4.0.1 and 4.0.2, by showing that
its counterpart for morphisms hold (Theorems 4.0.8 and 4.0.10). We will re-prove
these results in Section 5.1.1 by using Chebotarev density theorem.

Definition 4.0.4 (Probabilities of intersection). Let q be a prime power and let
C ⊆ P2

(
Fq
)

be an absolutely irreducible curve of degree d defined over Fq. For every

N ∈ N and for every k ∈ {0, . . . , d}, the k-th probability of intersection pNk (C) of
lines with C over FqN is

pNk (C) :=

∣∣∣{lines ` ⊆ P2(FqN ) : |`(FqN ) ∩ C(FqN )| = k
}∣∣∣

q2N + qN + 1
.

Notice that q2N + qN + 1 is the number of lines in P2
(
FqN

)
.

The aim of this chapter is to prove that the limit as N goes to infinity of the
quantities pNk (C) exists for every k, and to give a formula for these limits, provided
that some conditions on the curve C are fulfilled.

The following result is a direct consequence of Definitions 4.0.4 and 2.1.16.

Lemma 4.0.5. Let C ⊆ P2(Fq) be an absolutely irreducible curve of degree d defined
over Fq. For every k ∈ {0, . . . , d} we have

pNk (C) =

∣∣∣{[`] ∈ P̌2(FqN ) : |π−1([`])(FqN )| = k
}∣∣∣

q2N + qN + 1
.

Via Lemma 4.0.6 and Definition 4.0.7 we reduce the problem of computing inter-
section probabilities for curves to the analogous problem for morphisms.

Lemma 4.0.6. Let C ⊆ P2(Fq) be an absolutely irreducible curve of degree d defined

over Fq. Let VC ⊆ P̌2(Fq) be as in Definition 2.1.29. For every N ∈ N and for
every k ∈ {0, . . . , d}, define

p̃Nk (C) :=

∣∣∣{[`] ∈ VC(FqN ) : |π−1([`])
(
FqN

)
| = k

}∣∣∣
|VC(FqN )|

.

Then lim
N→∞

pNk (C) exists if and only if lim
N→∞

p̃Nk (C) exists, in which case the two

numbers coincide.

Proof. It is enough to show that the probability for a point to lie in P2(FqN )\
VC(FqN ) goes to zero as N goes to infinity. This is a consequence of the Lang-Weil
bound (Theorem 2.1.35). In fact, since P2(FqN )\VC(FqN ) has dimension at most 1:∣∣P2(FqN ) \ VC(FqN )

∣∣
q2N + qN + 1

∼ a qN

q2N
→ 0 ,

where the constant a is the number of irreducible components of P2(Fq)\VC(Fq). �
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Definition 4.0.7. Let f : X −→ Y be a morphism of degree d defined over Fq,
where q is a prime power, satisfying (∗). For every N ∈ N and for every k ∈
{0, . . . , d}, we define the k-th preimage probability pNk (f) to be

pNk (f) :=

∣∣∣{y ∈ Y (FqN ) : |f−1(y)(FqN )| = k
}∣∣∣

|Y (FqN )|
.

Notice that if C is an absolutely irreducible algebraic plane curve of degree d, then
for every N ∈ N and for every k ∈ {0, . . . , d} we have p̃Nk (C) = pNk

(
π|UC

)
. Hence,

by Lemma 4.0.6, in order to show the existence of the limits of k-th probabilities
of intersections for a curve, it is enough to show the existence of k-th preimage
probabilities for morphisms over Fq satisfying (∗).

Theorem 4.0.8. Let f : X −→ Y be a morphism of degree d defined over Fq, where
q is a prime power, satisfying (∗). Then for every k ∈ {0, . . . , d} the limit as N
goes to infinity of the sequence

(
pNk (f)

)
N∈N exists.

Proof. We generalize the construction of the Galois scheme of the morphism
f . For every k ∈ {0, . . . , d}, define

Gk(f) :=
{

(x1, . . . , xk) ∈ Xk : f(x1) = . . . = f(xk), xi 6= xj for all i 6= j
}
.

In particular Gd(f) = GS(f). As we showed for the Galois scheme, see Equa-
tion (12), for every k the variety Gk(f) has the same dimension of X and Y . There
is a natural finite morphism Fk : Gk(f) −→ Y , the fiber product of f with itself k
times. This map has degree d(d−1) · · · (d−k+1). The main idea of the proof is to
compute, in two different ways, the expected cardinality µNk (f) of a fiber F−1

k (y)
over FqN , where y is a random element in Y . On one hand,

µNk (f) =

∣∣Gk(f)(FqN )
∣∣∣∣Y (FqN )

∣∣ .

On the other hand, we can express µNk (f) in terms of the preimage probabilities:

(19) µNk (f) =

d∑
s=k

s(s− 1) · · · (s− k + 1) pNs (f) .

In matrix form:

(20)

µ
N
0 (f)

...
µNd (f)

 =



1 ∗ · · · · · · ∗

0 1 ∗
...

...
. . .

...
0 · · · 0 k! ∗ ∗
...

. . .
...

0 · · · · · · d!



p
N
0 (f)

...
pNd (f)

 .

Since the matrix in Equation (20) has non-zero determinant, we can write

(21) pNk (f) =

d∑
s=0

αk,s µ
N
s

for some numbers (αk,s)k,s. Using the Lang-Weil bound on Equation (19), we have

(22) µNk ∼
δk q

N ·dimGk(f)

qN ·dimY
as N →∞ ,
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where δk is the number of irreducible components of Gk(f)(Fq). Since dimGk(f) =
dimY , we conclude that the limit in Equation (22) exists, and so by Equation (21)
also lim

N→∞
pNk (f) exists. �

Corollary 4.0.9. Theorem 4.0.1 holds. In fact, the map π|UC satisfies the hypothe-

ses of Theorem 4.0.8, so the numbers pk
(
π|UC

)
exist, and we have already proved

that this implies that the limits pk(C) exist.

Theorem 4.0.10. Let f : X −→ Y be a morphism of degree d defined over Fq,
where q is a prime power, satisfying (∗). Suppose that Galg(f) ∼= Gala(f) is the
full symmetric group Sd. Then for every k ∈ {0, . . . , d} we have

pk(f) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.

In particular, pd−1(f) = 0 and pd(f) = 1/d!.

Proof. Since Galg(f) is the full symmetric group, the Galois scheme GS(f)
is absolutely irreducible. Hence, using the notation of the proof of Theorem 4.0.8,
for all k ∈ {0, . . . , d} we have

(23) lim
N→∞

µNk (f) = lim
N→∞

qN ·dimGk(f)

qN ·dimY
= 1.

In fact, every variety Gk(f) is an image (under a projection) of GS(f) = Gd(f),
thus is absolutely irreducible and so Equation (23) follows from Equation (22).
Again using the notation as in Theorem 4.0.8, we get

(24) lim
N→∞

pNk (f) =

d∑
s=0

αk,s.

Therefore, the statement is proved once we are able to explicitly compute the coef-
ficients (αk,s)k,s. Recall that αk,s is the (k, s)-entry of the inverse of the matrix Md

appearing in Equation (20). A direct inspection of the matrices Md shows that
they admit the following structure:

Md =

 Md−1

1
...

d!/1!
0 · · · 0 d!/0!

 .

A direct computation shows that

M−1
d =


M−1
d−1

(−1)d

d! ·
(
d
0

)
...

(−1)
d! ·

(
d
d−1

)
0 · · · 0 1

d! ·
(
d
d

)

 .

Hence

αk,s =
(−1)k+s

s!

(
s

k

)
for all k, s ∈ {0, . . . , d}.

It follows from Equation (24) that for all k ∈ {0, . . . , d},

pk(f) =

d∑
s=0

(−1)k+s

s!

(
s

k

)
=

d∑
s=k

(−1)k+s

s!

(
s

k

)
and so the statement is proved. �
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As a consequence of Proposition 2.1.22 and Theorem 4.0.10, we obtain:

Corollary 4.0.11. Theorem 4.0.2 holds.

As we pointed out in the Introduction, one of the consequences of Theorem 4.0.2 is
that a question raised by Erdös concerning 4- and 5-rich lines has a positive answer
over finite fields.

Corollary 4.0.12. Let C be an absolutely irreducible plane algebraic curve of de-
gree 4 in the plane P2(Fq). By Theorem 2.1.35, the curve C has cq+O(

√
q) elements

for some c > 0, and by Theorem 4.0.2 it has εq2 4-rich lines for some ε > 0, after
possibly taking a finite extension of the base field, since p4(C) > 0. Hence, if we
take P as the set of points of C, then P spans a quadratic number of 4-rich lines,
but no five points of P are collinear.





CHAPTER 5

Probabilities of intersection via Chebotarev
theorem

The results of this Chapter is based on a collaboration with Matteo Gallet and
Josef Schicho [MSG18].

In this Chapter, we show how to use an effective version of Chebotarev density
theorem for function fields as exposed in [ABSR15a, Appendix A], and used in
[BSJ12] and [Die12] to prove the results reported in the Introduction, to prove
Theorems 4.0.1 and 4.0.2. We recall the setting of the paper and specialize Cheb-
otarev theorem to our case; we refer to the cited appendix for the proofs of the
claims we make in this section regarding the objects introduced to state Cheb-
otarev theorem.

In this Chapter we first explain Chebotarev Theorem 5.1.2 in the first section, then
we will see how Theorems 4.0.1 and 4.0.2 are derived by Chebotarev Theorem.

5.1. Chebotarev Theorem

5.1.1. Frobenius elements. Let Fq be a finite field with q elements, where
q ia a prim power and algebraic closure F. We denote Frq the Frobenius automor-
phism x 7→ xq.

Let R be an integrally closed finitely generated Fq-algebra with fraction field K,
and let F ∈ R[T ] be a monic separable polynomial of degree m such that the
discriminant of F is a invertible in R∗. Suppose that {y1, . . . , ym} are the roots of
F and put

S = R[y1, . . . , ym], L = K[y1, . . . , ym] and G = Gal(
L

K
).

We can identify the Galois group G with a subgroup of Sm via the natural action
on indices y1, . . . ym:

g(yi) = yg(i), g ∈ G ≥ Sm.

Since the discriminant of F is invertible in R and Cramer rule, S is the integral
closure of R in L and S/R is unramified. In particular, the relative algebraic closure
(the relative algebraic closure of A in B is the set of all elements of B which satisfy
an algebraic equation with coefficient in A) Fqν of Fq in L is contained in S.

For each ν ≥ 0 we let

Gν =
{
g ∈ G : g(x) = xq

ν

,∀x ∈ Fqν
}
,

the preimage of Frq
ν
q in G under the restriction map. Since Gal(Fqν/Fq) is commu-

tative, Gν is stable under conjugation. This is known that Gν are the cosets of G0

for each ν ≥ 1.
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54 5. PROBABILITIES OF INTERSECTION VIA CHEBOTAREV THEOREM

Definition 5.1.1. For every φ ∈ HomFq (S,F) with φ(R) = Fqν there exists a
unique element in G, which we call the Frobenius element and denote by[

S/R

Φ

]
∈ G,

such that

(25) φ

([
S/R

Φ

]
x

)
= φ(x)q

ν

, ∀x ∈ S.

In the diagram language the Frobenius element means that the following diagram
is commutative:

(26) S
[S/RΦ ]

//

Φ
��

S

Φ
��

F α 7→αq
ν

// F

Since S is generated by {y1, . . . , ym} over R, it suffices to consider x ∈ {y1, . . . ym}
in Equation 25. If we further assume that φ ∈ HomFq (S,F), then Equation 25 gives

that [S/R/φ]x = xq
nu

for all x ∈ Fqν , hence

(27) φ(R) = Fqν =⇒
[
S/R

Φ

]
∈ Gν .

For ϕ ∈ HomFq (R,F), we set(
S/R

ϕ

)
:=

{[
S/R

Φ

]
: Φ ∈ HomFνq (S,F) Φ prolongs ϕ

}
.

Let Z ⊆ G be an orbit, i.e Z = Cg = {hgh−1 : h ∈ Go}, g ∈ Gν . Then Z ⊆ Gν ,
since the latter is stable under conjugation. The explicit Chebotarev theorem gives
the asympotic probability that ((S/R/φ)) = Z:

Pν,Z :=

∣∣∣{ϕ ∈ HomFq (R,F) such that ϕ(R) = Fqν and
(
S/R
ϕ

)
= Z

}∣∣∣∣∣{ϕ ∈ HomFq (R,F) such that ϕ(R) = Fqν
}∣∣ .

Now we are ready to state Chebotarev theorem (see [ABSR15a, Theorem A.4]).

Theorem 5.1.2 (Chebotarev Theorem). Let Z ⊆ G be a conjugacy class and let
ν ≥ 1. Then there exists a constant δ independent of q such that

Pν,Z =
|Z|
|G|

+
δ
√
q
.

Now we give another prove for our results in the Section 4, by using the Chebotarev
Theorem 5.1.2. For doing this we should first translate every things to the language
of Chebotarev Theorem.

We start by considering an integrally closed finitely generated Fq-algebra R and a
monic polynomial F ∈ R[T ] such that the discriminant of F is invertible in R. In
our case, we take R to be the Fq-algebra

R :=
Fq[a, b, u]

Discx
(
F (x, ax+ b)

)
· u− 1

∼= Fq[a, b](f) with f := Discx
(
F (x, ax+ b)

)
,

where the last ring is the localization of the polynomial ring Fq[a, b] at the element f .
In geometric terms, R is the coordinate ring of the open subset of the dual projective
plane parametrizing lines in the plane that intersect the curve {F = 0} in d distinct
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points over the algebraic closure of Fq. We then take the polynomial F to be
F (T, aT + b). Then by construction, its discriminant is invertible in R.

Starting from R and F , we consider K, the quotient field of R, and we define L
to be the splitting field of F over K. In other words, if {y1, . . . , yd} are the roots
of F , we set L := K(y1, . . . , yd). In our situation, we have

L =
K[t1, . . . , td](

F (ti, ati + b) for i ∈ {1, . . . , d}
) .

Then we define S to be the integral closure of R in L, namely S = R[y1, . . . , yd].
Geometrically, S is the coordinate ring of an open subset of the variety

Xd :=
{

(x1, . . . , xd, [`]) ∈ Cd × P̌2 : xi ∈ `
}
.

The strategy we adopt to compute probabilities of intersections is the following:
our goal is to count the number of lines ` in P2 such that the intersection ` ∩ C is
constituted of exactly k points over FqN , and we interpret this as the number of lines
such that the univariate polynomial F|` has exactly k linear factors over FqN . Notice

that every univariate polynomial H of degree d over FNq determines a partition πH
of d, namely a tuple πH = (α1, . . . , αs) such that α1 + · · · + αs = d and α1 ≤
· · · ≤ αs. Such partition is obtained by factoring H over FqN into irreducible
factors H1, . . . ,Hs and then setting αi = deg(Hi). Then, the number of lines we
are interested in can be computed as the sum, over the set of partitions π of d with
exactly k ones, of the number of lines ` such that the partition associated to F|` is π.
Chebotarev theorem provides a formula for the probability for a line to determine
a given partition.

We set G to be the Galois group of the field extension K ⊆ L. By definition,
this coincides with the Galois group of the curve C as in Definition 2.1.18. Notice
that, in our situation, the intersection L∩ F, where F is an algebraic closure of Fq,
coincides with Fq. This implies that the subgroup

G0 :=
{
g ∈ G : g|Fq (x) = x for all x ∈ Fq

}
coincides with G. Similarly, if for every ν ≥ 1 we set

Gν :=
{
g ∈ G : g|Fq (x) = xq

ν

for all x ∈ Fq
}
,

then Gν , which in general is a coset of G0 in G, coincides with G.

As one can see from the definition of Xd, its points are intimately related to the
probabilities we are interested in. From an algebraic point of view (see [Mum99,
Section II.6]) these points correspond to Fq-homomorphisms from S to F. More-
over, a homomorphism Φ ∈ HomFq (S,F) such that Φ(R) = Fqν corresponds to a
point (x1, . . . , xd, [`]) in Xd such that the line ` is defined over Fqν . Given such a
homomorphism Φ by Definition 5.1.1 there always exists an element in G denoted

by
[
S/R

Φ

]
, that

S
[S/RΦ ]

//

Φ
��

S

Φ
��

F α 7→αq
ν

// F
In other words, we have the relation

Φ

([
S/R

Φ

]
x

)
= Φ(x)q

ν

.
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One then can show that
[
S/R

Φ

]
∈ Gν . If we fix a line in P2, namely, if we fix an

Fq-homomorphism ϕ ∈ HomFq (R,F), we can consider all points in Xd “lying over”
this line. In other terms, we can consider all homomorphisms Φ ∈ HomFq (S,F)
prolonging ϕ. Their corresponding Frobenius elements form one key object in the
statement of the Chebotarev theorem. For ϕ ∈ HomFq (R,F), we set(

S/R

ϕ

)
:=

{[
S/R

Φ

]
: Φ prolongs ϕ

}
.

In our setting, since G0 = G one can show that
(
S/R
ϕ

)
is a conjugacy class in G.

Now we are in the situation of the Chebotarev Theorem 5.1.2, namely, let Z ⊆ G
be a conjugacy class and let ν ≥ 1; define

Pν,Z :=

∣∣∣{ϕ ∈ HomFq (R,F) such that ϕ(R) = Fqν and
(
S/R
ϕ

)
= Z

}∣∣∣∣∣{ϕ ∈ HomFq (R,F) such that ϕ(R) = Fqν
}∣∣ .

Then there exists a constant δ independent of q such that

Pν,Z =
|Z|
|G|

+
δ
√
q
.

In order to use Chebotarev theorem for our purposes, we have to understand what

does the condition
(
S/R
ϕ

)
= Z correspond to in our setting. Suppose that C has

simple tangency. then we know by Proposition 2.1.22 that G is the symmetric
group Sd. Notice that to every conjugacy class Z of Sd we can associate a parti-
tion πZ of d, obtained from the cycle structure of permutations belonging to Z. On
the other hand, given a line ` = {y = ax+ b}, we can consider the restriction of the
equation F of C to `, namely the univariate polynomial F` = F (x, ax + b). This
polynomial defines a partition π` of d by considering its factorization over Fqν : the
partition π` has as many 1 as the linear factors of F`, as many 2 as the quadratic
factors of F`, and so on.

Lemma 5.1.3. If Z ⊆ Sd is a conjugacy class of permutations, then the set

Iν,Z :=
{
ϕ ∈ HomFq (R,F) such that ϕ(R) = Fqν and

(
S/R

ϕ

)
= Z

}
corresponds to the set of lines in P2 defined over Fqν such that π` = πZ .

Proof. Let ϕ ∈ Iν,Z and let Φ ∈ Hom(S,F) be a homomorphism prolonging ϕ.
Let ` = {y = āx+ b̄} be the line in P2

Fqν corresponding to ϕ. Then from the explicit

description of K and L we provided at the beginning of the section, it follows that
M := Φ(S) is a splitting field of the polynomial F` = F (x, āx + b̄). By definition
of the Frobenius element, we have the commutative diagram

L = K[t1,...,td](
F (ti,ati+b) for i∈{1,...,d}

)
��

[S/RΦ ]
// L = K[t1,...,td](

F (ti,ati+b) for i∈{1,...,d}
)

��
M = K[u1,...,ud](

F (ui,āui+b̄) for i∈{1,...,d}
) α 7→αq

ν

// M = K[u1,...,ud](
F (ui,āui+b̄) for i∈{1,...,d}

)
which is just the extension to L of the diagram in Equation (26). From the com-

mutativity of this diagram, we see that the permutation action of
[
S/R

Φ

]
on the

classes [t1], . . . , [td] is the same as the action of the map α 7→ αq
ν

on the classes



5.1. CHEBOTAREV THEOREM 57

[u1], . . . , [ud]. Since the {[ui]} are the roots of F (x, āx+ b̄), and the latter is a poly-
nomial with coefficients in Fqν , which are hence preserved by the map α 7→ αq

ν

,
it follows that the structure of factors of F` over Fqnu is the same as the cycle

structure of
[
S/R

Φ

]
. This concludes the proof. �

As a corollary, we obtain that the set of lines in P2 over Fqν intersecting C in
exactly k points corresponds to the set⋃

Z has exactly k fixed points

Iν,Z .

The cardinality of this set is given by the so-called rencontres numbers, see [Rio02].
We have hence:∣∣∣∣∣∣

⋃
Z has exactly k fixed points

Iν,Z

∣∣∣∣∣∣ = d!
∑
s

= kd
(−1)k+s

s!

(
s

k

)
.

Using Chebotarev theorem we then conclude the proof of Theorem 4.0.2.

As the reader can see, there is nothing particularly special in considering the setting
of plane curves. In fact, the concept of simple tangency (see 2.1.19) is applicable to
curves in arbitrary projective space: an absolutely irreducible curve C in Pn(Fq) for

n ∈ N has simple tangency if there exists a hyperplane H ⊆ Pn(Fq) intersecting C
in d− 1 smooth points of C such that H intersects C transversely at d− 2 points
and has intersection multiplicity 2 at the remaining point. Also the concepts of
Galois group of a curve and probabilities of intersections generalize similarly by
considering hyperplanes instead of lines.

The generalized statement for the situation of irreducible curves is the Proposi-
tion 5.1.4 and we rewrite this in here:

Proposition 5.1.4. Let C be an absolutely irreducible algebraic curve of degree d
in Pn, n ∈ N, over Fq, where q is a prime power. Suppose that C has simple
tangency. Then for every k ∈ {0, . . . , d} we have

pk(C) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.

In particular, pd−1(C) = 0 and pd(C) = 1/d!.

Using Proposition 5.1.4, we can compute the probabilities of intersection of a given
plane curve C with a random plane curve E of degree e. In fact, via the Veronese
map we can reduce this situation to the one of Proposition 5.1.4. Let us start by
defining the probabilities of intersection of a given curve C with a random curve E
in the plane in exactly k points, for k ∈ {0, . . . , de}:

pNk (C, e) :=

∣∣∣{curves E ⊆ P2(FqN ) of degree e : |E(FqN ) ∩ C(FqN )| = k
}∣∣∣

q(
e+2

2 )N + · · ·+ q2N + qN + 1
,

pk(C, e) := lim
N→∞

pNk (C, e) when the limit exists .

Recall now that for every r ∈ N, the Veronese map of degree e is an algebraic
morphism embedding Pr into a larger projective space, so that hypersurfaces of
degree e get mapped to hyperplane sections of the image of the map. In this sense,
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the Veronese map operates a sort of “linearization” of the problem. In the case
of P2, which is the one that interests us, it is given by

ve : P2 −→ P(e+2
2 )−1

(x : y : z) 7→
(
{xaybzc}a+b+c=e

) .

The following lemma ensures that if we start from a plane curve that has sim-
ple tangency and we apply the Veronese map, we obtain a curve that has simple
tangency.

Lemma 5.1.5. Let C be a plane curve of degree d with simple tangency and let
e ∈ N. Then the image C̃ = ve(C) of C under the Veronese map of degree e has
also simple tangency.

Proof. Let `1 be a line witnessing simple tangency for C. Select lines `2, . . . , `e
in P2 such that each of them intersects C in d distinct points and `i∩`j∩C is empty
for all i 6= j. Define E as the zero set of the product `1 · · · `e. The Veronese map
sends E to a hyperplane section of the Veronese surface; let H̃ be the corresponding
hyperplane. Then, by construction, H̃ witnesses simple tangency for C̃. �

Since the Veronese map of degree e defines a bijection between plane curves of

degree e and hyperplanes in P(e+2
2 )−1, determining the probabilities pk(C, e) of

intersection of a given plane absolutely irreducible curve C with a random curve
of degree e in k points is equivalent to compute the corresponding probabilities of
intersection of the image C̃ of C under the Veronese map with hyperplanes. We
sum up what we obtained in the following:



CHAPTER 6

An application of Bertini Theorem

The results of this Chapter is based on a collaboration with Josef Schicho [MS18].

Given an irreducible variety X over a finite field, the density of hypersurfaces of
degree d of intersecting X in an irreducible subvariety tends to 1, when d goes to
infinity, by a result of Charles and Poonen. In this note, we analyse the situation
fixing d = 1 and instead extending the base field. We use this result to compute
the probability that a random linear subspace of the right dimension intersects X
in a given number of points.

6.1. Introduction

Throughout this paper, when we write Jm = G(n−m,n) we mean the variety of all
linear subspaces of codimension m in the projective space Pn, the so-called Grass-
mannian.

A Chow variety is a variety whose points correspond to all cycles of a given pro-
jective space of given dimension and degree.

The classical Bertini theorems over an infinite field K assert that if a subscheme
X ⊂ Pn(K) has a certain property (smooth, geometrically irreducible), then for
almost all hyperplanes Γ, the intersection X ∩ Γ has this property too.

It has been shown that if K is a finite field, then the Bertini Theorem about irre-
ducibility can fail, see [CP16, Theorem 1.10]. In [CP16], the authors considered
the density of hypersurfaces (of sufficiently high degree) that intersect a given geo-
metrically irreducible variety in an irreducible subvariety. More precisely: Let Fq be
a finite field of q elements let F be an algebraic closure of Fq. Let S = Fq[x0, . . . , xn]
be the homogeneous coordinate ring of Pn(Fq), let Sd ⊂ S be the Fq-subspace of
homogeneous polynomials of degree d. For f ∈ Sd, let Hf be the hypersurface
defined by f = 0. Define the density of P ⊂ Shomog = ∪∞d=0Sd by

µ(P) := lim
d→∞

|P ∩ Sd|
|Sd|

.

Theorem 6.1.1 (Charles–Poonen). Let X be a geometric irreducible subscheme
of Pn(Fq). If dimX ≥ 2, then the density of{

f ∈ Shomog : Hf ∩X is geometrically irreducible
}

is 1.

Poonen in [Poo04] proved a similar result for smoothness.

Theorem 6.1.2 (Poonen). Let X be a smooth quasiprojective subscheme of Pn of
dimension m ≥ 0 over Fq. Then there exists a homogeneous polynomial f over Fq
for which the intersection of X and the hypersurface Hf is smooth. In fact, the set
of such f has a positive density, equal to ζ(m+ 1)−1, where ζ is the zeta function.

59
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Recently, an analogue of this problem for plane curves was investigated in [Asg18].
In this paper, we consider an algebraic variety X ⊂ Pn(Fq) of degree d and di-
mension m over a finite field Fq with q elements, where q is a prime power. Given
such a variety, we can define the probability for a codimension m linear subspace
in Pn(Fq) to intersect it in exactly k points. Notice that here we consider the mere
set-theoretic intersection: no multiplicities are taken into account. We can then
consider the same kind of probability, keeping the same variety X, but changing
the base field from Fq to Fq2 , Fq3 and so on. In this way, for every N ∈ N we define

the numbers pNk (X), namely the probability for a codimension m linear subspace
in Pn(FqN ) to intersects X in exactly k points. If the limit as N goes to infinity

of the sequence
(
pNk (X)

)
N∈N exists, we denote this number by pk(X). We will

compute the exact values pk(X) for each k = 0, 1, . . . d, provided that X satisfies
some geometrically properties.

The first our result remains of a similar one by Charles-Poonen. In that case,
however, one considers the behaviour of the density as the degree gets larger and
larger; here, instead, we fix degree and we extend the base field.

Theorem 6.1.3. Let X be a geometrically irreducible variety of dimension m in
Pn. Then

µe(X) = lim
N→∞

∣∣∣{Γ ∈ S1 : Γ ∩X is geometrically irreducible
}∣∣∣∣∣∣P∗(FqN )

∣∣∣ = 1.

We also consider a generalization of the following theorem proved in [MSG18].

Theorem 6.1.4. Let C be an geometrically irreducible plane algebraic curve of
degree d over Fq, where q is a prime power. Suppose that C has simple tangency.
Then for every k ∈ {0, . . . , d} we have

pk(C) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.

In particular, pd−1(C) = 0 and pd(C) = 1/d!.

Theorem 6.1.5. Let X be a geometrically irreducible variety of dimension m and
degree d in projective space Pn(Fq), where q is a prime power. Suppose that X has
simple tangency property. Then for every k ∈ {0, . . . d} we have

pk(X) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.

First we use Bertini Theorem and Lang-Weil Theorem [LW54, Theorem 1] to show
that for a general hyperplane Γ the intersection X ∩Γ is irreducible, provided that
X is a given geometrically irreducible variety.

Sketch of proof : Given a variety X of dimension m in Pn(FqN ), we want to know
how the probability of the intersection between X and a random linear subvariety V
of codimension m in Pn(FqN ) behaves. To do this we first intersect X with a linear
subspace Γ containing V . By Bertini Theorem for a hyperplane, when N → ∞
we get a geometrically irreducible curve and by Lemma 6.2.6 it must be a curve
with simple tangency. Then after some calculation we can show that the desired
probability coincides with pk(C).
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6.2. Main results

Let X be an irreducible algebraic variety over a finite field Fq. Define

(28) µe(X) = lim
N→∞

∣∣∣{Γ ∈ S1 : Γ ∩X is geometrically irreducible
}∣∣∣∣∣∣P̌n(FqN )

∣∣∣ .

By applying the Bertini Theorem for an infinite field [Jou83, Theorem 6.3(4)] we
show that µe(X) = 1. In other words the intersection X(FqN ) ∩ Γ(FqN ) is also
geometrically irreducible, for a generic hyperplane Γ, if N →∞.

Theorem 6.2.1. Let X be a geometrically irreducible variety of dimension m in
Pn. Then

µe(X) = lim
N→∞

∣∣∣{Γ ∈ S1 : Γ ∩X is geometrically irreducible
}∣∣∣∣∣∣P̌n(FqN )

∣∣∣ = 1.

Proof. Let Hd,m−1 be the Chow variety of cycles in Pn of dimension m − 1
and degree d in Pn. Let Ω ⊂ S1 be the set of hyperplanes intersection with X is
reducible of dimension m − 1. More precisely if Γ ∈ Ω, then X ∩ Γ = X1 ∪ X2,
where Xi ∈ Hdi,mi for i = 1, 2 and max(m1,m2) = m− 1 and d1 + d2 = d.

First we show that Ω is a closed set. To do this, consider the rational map

ΦX : S1 99K Hd,m−1 Γ 7→ Γ ∩X.

Indeed Ω =
⋃
d1,d2,d1+d2=d Φ−1(Hd1,m1 ×Hd2,m2). Hence Ω is an algebraic variety.

By Bertini Theorem dim Ω < dimS1 = n+1. Hence the probability that an element
in S1 is in Ω tends to 0. More precisely, by the Lang-Weil Theorem this probability
is bounded by

(qN )dim Ω

(qN )dimS1
→ 0 for N →∞. �

Let X be a variety in projective space Pn(K), where K is an algebraically closed
perfect field. We define the conormal variety of X as the Zariski closure of the set

con(X) :=
{

(p,Γ) ∈ X × (Pn)∗ : Tp(X) ⊂ Γ
}
.

Let π2 be the second projection con(X) → π2(con(X)) := X∗, which is called the
conormal map. If con(X) and con(X∗) are isomorphic by the map which flips the
two entries of a pair in a product variety, then we say that X is reflexive.

It is known that if the field K has zero characteristic, then every variety is reflexive;
this is not true in characteristic p > 0. The following theorem is useful for checking
if a given projective variety is reflexive or not. see [Wal56].

Theorem 6.2.2 (Monge-Segre-Wallace). A projective variety X is reflexive if and
only if the conormal map π2 is separable.

In [HK85] the authors proved the following result, called the Generic Order of
Contact Theorem:

Theorem 6.2.3. A projective curve Z is non-reflexive if and only if for a general
point p of Z and a general tangent hyperplane H to Z at p, we have

[K(con(Z)) : K(Z∗)]isep = I(p, Z.H).
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Where I(p, Z.H) is the intersection multiplicity of Z and H at p, and [K(con(Z)) :
K(Z∗)]isep is the inseparable degree extension.

A combination of these two theorems implies

Corollary 6.2.4. If C is a geometrically irreducible reflexive curve of degree d
in Pn(Fq), then there exists a hyperplane H ⊂ Pn(Fq) intersecting C in d − 1
smooth points of C such that H intersects C transversely at d − 2 points and has
intersection multiplicity 2 at the remaining point. We say C has simple tangency.

Definition 6.2.5. Let X be a geometrically irreducible variety in Pn(K) of dimen-
sion m. We say that X has the simple tangency property if there exist a linear
subspace Γ ∈ Jm−1 such that the curve X ∩ Γ has simple tangency.

Lemma 6.2.6. Suppose that X is a geometrically irreducible variety of degree d
and dimension m in Pn(K) with simple tangency property. Then for a general
linear subspace Γ ∈ Jm−1 the intersection X ∩ Γ is a curve with simple tangency.

Proof. Let Hd,m be the Chow variety. Let H′d,1 be the set of all curves in

Pn(K) of degree d and without simple tangency. Define

ΦX : Jm−1 99K Hd,1, (X,Γ) 7→ X ∩ Γ.

Notice that ΦX in general is a rational map but we can consider the restriction ΦX
to dom(ΦX) if necessary to ΦX be a morphism. For a fixed X ∈ Hd,m,

ΩX =
{

Γ ∈ Jm−1 : X ∩ Γ does not have simple tangency
}
.

Indeed {X} × ΩX ∼= ΩX , by the definition we have ΩX ⊂ Φ−1(H′d,1). Since X is
a variety with simple tangency property there exists a linear subspace Γ ∈ Jm−1

such that Γ ∩X is a curve with simple tangency, hence Φ−1(H′d,1) is a proper set.

We need to only show that Φ−1(H′d,1) is a close set. The proof of the lemma is a
consequence of the following claim.

Claim. H′d,1 is a closed set in Hd,1.

Proof of the claim. By Theorem 6.2.2 a curve C is in H′d,1 if and only if its conormal
map is not separable. This is the case if and only if the Jacobian of the conormal
map vanishes identically. This can be expressed as algebraic equations in the curve,
hence the set H′d,1 is closed. �

Let us first formulate the definition of the probabilities that we want to compute.

Definition 6.2.7 (Probabilities of intersection). Let q be a prime power and let
X ⊂ Pn

(
Fq
)

be a geometrically irreducible variety of dimension m and degree d
defined over Fq. For every N ∈ N and for every k ∈ {0, . . . , d}, the k-th probability
of intersection pNk (X) of varieties of codimension m with X over FqN is

pNk (X) :=

∣∣∣{V ∈ Jm : |X(FqN ) ∩ V (FqN )| = k
}∣∣∣

|Jm(FqN )|
.

Theorem 6.2.8. Let X be a geometrically irreducible variety of dimension m and
degree d in projective space Pn(Fq), where q is a prime power. Suppose that X has
the simple tangency property. Then for every k ∈ {0, . . . d} we have

pk(X) =

d∑
s=k

(−1)k+s

s!

(
s

k

)
.



6.2. MAIN RESULTS 63

Proof. Define

I =
{

(V,W ) ∈ Jm × Jm−1 : V ⊂W
}
.

From Definition 6.2.7, we have

pNk (X) =

∣∣{V ∈ Jm : |X(FqN ) ∩ V (FqN )| = k
}∣∣

|Jm|
=

∣∣{(V,W ) ∈ I : |X(FqN ) ∩ V (FqN )| = k
}∣∣

|I|
.

By extending this formula over all W ∈ Jm−1 we obtain

(29)
∑

W∈Jm−1

∣∣{(V,W ) ∈ I : |V ∩X ∩W | = k
}∣∣

|I|
.

Where for a generic W the intersection X ∩W must be geometrically irreducible
curve by Theorem 6.1.3. Since any two linear subspaces have same number of points
over a finite field we can write:

(30)
∑

W∈Jm−1

∣∣{V ⊂W : |V ∩X ∩W | = k
}∣∣∣∣{V : V ⊂W

}∣∣
/

|I|∣∣{V : V ⊂W0

}∣∣
But the denominator of Equation (30) is |Jm−1|. Let us write Jm−1 = AtB, where

A =
{
W ∈ Jm−1 : X ∩W is irreducible and has simple tangency

}
,

and

B =
{
W ∈ Jm−1 : X ∩W is reducible or without simple tangency

}
.

From these and Equation (30) we obtain

pNk (X) =

∑
W∈A p

N
k (X ∩W ) +

∑
W∈B δB

|Jm−1|
,

where δB = δ is a number in interval [0, 1]. Hence

|pNk (X ∩W0)||A|+ δ|B|
|Jm−1|

.

By Lemma 6.2.6 we know that |B|
|Jm−1| → 0, when q 7→ ∞. This implies

pNk (X ∩W0) =
pNk (X ∩W0)|A|
|Jm−1|

.

Note that X ∩W0 is a curve of degree d. Hence the result is a consequence of the
[MSG18, Proposition 5.2]. �

It is natural to consider the probabilities of intersection of a variety X of degree d
and dimension m in Pn with a random variety Y of degree e and codimension m
in Pn. If X is a hypersurface and Y is a curve, via the Veronese map we can reduce
this situation to the one of [MSG18, Proposition 5.2]. This motivates us to pose
the following conjecture.

Conjecture 6.2.9. Let X be a geometrically irreducible variety of dimension m
and degree d in Pn(Fq), where q is a prime power. Suppose that X has the simple
tangency property. Let e ∈ N be a natural number. Then for every k ∈ {0, 1, . . . ek}
the probability that a random irreducible variety of degree e and codimension m
intersects X in exactly k points is given by
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pk(X, e) =

de∑
s=k

(−1)k+s

s!

(
s

k

)
.

If we removed the word ”irreducible” in the conclusion above, then the conjecture
would be false: the set of varieties in Pn of degree d and codimension m is bijective
to the set of points in a Zariski-dense and open set of a Chow variety. The Chow
variety has several components of maximal dimension; the smallest case for which
this happens is m = e = 2 and n = 3. Here there is an 8-dimensional set of
irreducible conics and an 8-dimensional set of reducible conics (pairs of lines). One
can show that the probability that an irreducible conic intersect X in k points is as
stated in the conjecture, but for the reducible conics, the probabilities differ. The
total probabilities would be the arithmetic means of both, which would then also
differ from the statement above.



CHAPTER 7

A family of four-variable expanders with quadratic
growth

The result of this Chapter has already published in Moscow Journal of Combina-
torics and Number Theory [Mak18].

7.1. Sumset and product set

Throughout this chapter, when we write X � Y , this means that X ≥ cY , for
some absolute constant c > 0.

This chapter is containing a result in the fields of additive combinatorics and,
discrete geometry. In this area usually, we start out with some finite set X, which
is a subset of a vector space and by following some rule, X will define a new set
X ′ which is also finite. The process by which X ′ is defined will usually be some
elementary arithmetic or geometric operation; for example, if X is a set of points
in the plane, then by connecting every pair of points a set of lines is formed which
plays the role of X ′. Next, this new set X ′ is studied, and usually the focus of this
stage of the study falls on the cardinality of X ′ in comparison to the generating set
X, where the best possible upper and lower bounds for ‖X ′‖ are sought.

Let’s look at a classic and easy example in order to shed more light on these vague
comments. Let A ⊂ R be some finite set. The set of all pairwise sums generated
by A forms a new set called the sum set of A, denoted

A+A := {a+ b : a, b ∈ A}
According to regime outlined above, we would like to know about the cardinality
of this set. Easily we have |A+A| ≥ |A|, since for any fixed element a ∈ A the set
{a + b : b ∈ A} is a subset of A + A with cardinality A. By an argument which is
less trivial we can show that

|A+A| ≥ 2|A| − 1.

By considering an N -term arithmetic progression i.e A = {a, a+d, . . . , a+(N−1)d}
we can see the above lower bound is tight. In fact the equality holds only if A is
an arithmetic progression.

The product set is defined in a similar way, AA := {ab : a, b ∈ A}. It has been
shown that for every finite set A

|AA| ≥ 2|A| − 1.

It is not difficult to show |AA| = 2|A|−1 if and only if A is a geometric progression.
Bounds for the cardinality of sum set and product set became more interesting when
studying the relationship between |AA| and A+A|.

Consider the case where A = {1, 2, . . . , N}, in this case as we have seen A+A has
the smallest possible size, but the product set became very large; indeed |AA| =
|A|2−o(1), and so the product set is almost as large as possible.
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A similar situation arises in reverse if A is taken to be a geometric progression. For

example if A = {2, 22, 23, . . . , 2N}, then it follows that |A + A| =
(|A|

2

)
+ |A|, the

most possible cardinality, while the product set has the smallest possible cardinality.

We have looked at only two extremal example, but one might speculate that it is
not possible to find a finite set such that both sum set and product set are small.
If we assume A has an additive structure then the product set will grow very large,
and likewise if A has a multiplication property then the sum set must be very large.

This problem was first studied by Erdős-Szemerédi [ES83], who conjectured that,
for all ε > 0 and for any finite set A ⊂ N,

max{|A+A|, |AA|} ≥ c(ε)|A|2−ε.

It is natural to extend this for other settings (such as R), and also to change the
polynomials F (x, y) = x + y and F (x, y) = xy defining the sum and product sets
to other polynomials or rational functions. In recent years much research has been
done in this direction.

The aim of this chapter is to consider a certain class of rational functions of four
variables and the size of the cardinality of values of them on some Cartesian prod-
ucts.

For many such functions, the images of sets are known to always grow. For ex-
ample, the authors of [MRNS15] have studied several multivariable polynomials,
including the function

G(x1, x2, x3, x4, x5) = x1(x2 + x3 + x4 + x5).

More precisely they showed that, for any finite set A ⊂ R ,

|A(A+A+A+A)| � |A|2

log |A|
,

where A(A+A+A+A) := {x1(x2 + x3 + x4 + x5) : xi ∈ A}.

In [MRNS17], the authors studied a more complicated function, namely

H(x1, x2, x3, x4, x5) = (x1 + x2 + x3 + x4)2 + log x5.

They showed that, for any finite A ⊂ R,

|
{

(a1 + a2 + a3 + a4)2 + log a5 : ai ∈ A
}
| � |A|2

log |A|
.

In the same circle of ideas, [BRN15] investigated the rational function F (x1, x2, x3, x4) =
x1+x2

x3+x4
, showing that for any finite set A ⊂ R, we have

|F (A,A,A,A)| ≥ 2|A|2 − 1.

Our result is a generalization of the method of [MRNS15, Corollary 3.1], where
they used the Szemerédi-Trotter Theorem to prove that for any finite set A ⊂ R:∣∣∣∣A−AA−A

∣∣∣∣� |A|2.
A stronger version of this result, with a multiplicative constant 1, follows from an
earlier geometric result of Ungar [Ung82].

In this chapter we consider a certain class of rational functions of four variables.
Suppose that g(x, y) is a polynomial of two variables of degree d. Let

F (x1, x2, y1, y2) =
g(x1, y1)− g(x2, y2)

y2 − y1
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be a four-variable rational function in terms of x1, x2, y1, y2. The main theorem of
this paper is the following result concerning the growth of F .

Theorem 7.1.1. Suppose that g(x, y) is a polynomial of degree d, that y2−y1 does
not divide g(x1, y1)− g(x2, y2), and that A ⊂ R is a finite set. Then

|X| �d |A|2, where X :=

{
g(a1, b1)− g(a2, b2)

b2 − b1
: a1, a2, b1, b2 ∈ A

}
.

Notice that the following example shows that the condition that the denominator
cannot be a divisor of the numerator is necessary.

Example 7.1.2. Suppose that g(x, y) = y2 and A = {1, 2, . . . n}. Then

X =

{
b21 − b22
b2 − b1

: b1, b2 ∈ A
}

equals −{b2 + b1 : bi ∈ A} and has cardinality O(n).

Furthermore, notice that the condition rules out a degenerate case where the poly-
nomial g(x, y) does not depend on x.

On the other hand, it is known that for some polynomials g, the result of Theo-
rem 7.1.1 is tight. For example, if we define g(x1, y1) = x1 then Theorem 7.1.1
recovers the result of [MRNS15] and [Ung82]. This is known to be tight, since
for the set A = {1, . . . , N}, ∣∣∣∣A−AA−A

∣∣∣∣ = O(N2).

However, we are not aware of any other polynomials g for which the bound in
Theorem 7.1.1 is tight, and whether or not the bound can be improved for some
particular g is an interesting question.

Our main result has some similarities with a result of Raz, Sharir and Solymosi
[RSS15] concerning the growth of two variable polynomials. Their result states
that, if F is a two variable polynomial with bounded degree, then for any A,B ⊂ R
with |A| = |B| = n,

|F (A,B)| �d n
4/3,

provided that F satisfies a non-degeneracy condition. This condition states that F
cannot be of one of the following forms

(1) F (u, v) = f(g(u) + h(v)),
(2) F (u, v) = f(g(u) · h(v)).

This result gave an improvement upon an earlier result of Elekes and Ronyai
[ER00].

7.1.1. The Szemerédi-Trotter Theorem. The essential ingredient used to
prove our result is a corollary of the Szemerédi-Trotter Theorem [ST83], which
gives a bound for the number of lines in the plane containing at least a fixed
number of points k from a given finite set, that is, the number of k-rich lines.

Theorem 7.1.3 (Szemerédi-Trotter). Suppose that P is a set of n points and L is
a set of m lines in R2. Then

(31) I(P,L)� n
2
3m

2
3 + n+m.
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Corollary 7.1.4. Let k, n ≥ 2 be natural numbers and fix d ∈ N such that 8d ≤
k ≤ d

√
n. Let L be a set of n lines in the plane, and let t≥k denote the number of

points in the plane contained in at least k elements of L, where each line appears
with multiplicity at most d. Then

t≥k = Od

(
n2

k3

)
.

7.1.2. Main Results. Suppose that A,B ⊂ R are finite, and g(x1, y1) is a
polynomial of degree d. We associate an element of A×B with a line via

A×B 3 (a, b) ←→ la,b : y = bx− g(a, b).

Consider L = {`a,b : a, b ∈ A × B} as a multi-set. Then L is a set of |A||B| lines,
such that each line appears at most d times. We also define the quantity

n(x, y) =
∣∣{(a, b) ∈ A×B : (x, y) ∈ la,b

}∣∣,
which is interpreted geometrically as the number of lines of L that pass through (x, y).

Lemma 7.1.5. Suppose that d ∈ N is fixed. Suppose that A,B,X ⊂ R are finite

and satisfy |X| ≤ |A||B|4d2 , with 0 /∈ X. Then

(32)
∑
x∈X

∑
y

n2(x, y)� |A| 32 |B| 32 |X| 12 .

Proof. The amount of t-rich points is given by

Rt :=
{

(x, y) ∈ R2 : n(x, y) ≥ t
}
.

We first show that

|Rt| �
|A|2|B|2

t3
.

First, we bound n(x, y) for a given point (x, y). For fixed b0 ∈ B we obtain a
line with slope b0 passing through (x, y) and a one variable polynomial equation
g(a, b0). Since each line is determined uniquely, by its slope and one point on it
(for fixed bo and (x, y) the equation g(a, b0) = 0 has at most d distinct solutions),
we have

n(x, y) ≤ d|B|.
With a similar argument for fixed a ∈ A we obtain a univariate polynomial equation.
Since each line is determined uniquely by its y-intercept and one point on it we have:

n(x, y) ≤ d|A|.
These together imply:

n(x, y) ≤ d(min{|A|, |B|}) ≤ (d|A|d|B|) 1
2 = d|L| 12 .

This implies there are no points incident to more than d
√
|L| lines in L, and by

applying Corollary 7.1.4 we get:

|Rt| �
|L|2

t3
≤ |A|

2|B|2

t3
.

Let ∆ > 2d be an integer to be specified later. We have

(33)
∑
x∈X

∑
y

n2(x, y) ≤
∑
x∈X

∑
n(x,y)≤∆

n2(x, y) +
∑
(x,y)

n(x,y)>∆

n2(x, y).

The first term is bounded by ∆|A||B||X|, in fact

(34)
∑
x∈X

∑
n(x,y)≤∆

n2(x, y) ≤ ∆
∑
x∈X

∑
y

n(x, y) = ∆|A||B|
∑
x∈X

1 = ∆|A||B||X|.
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For second term we have:

(35)

∑
(x,y)

n(x,y)>∆

n2(x, y) =
∑
j≥1

∑
2j−1∆≤n(x,y)≤2j∆

n2(x, y)�

�
∑
j≥1

|A|2|B|2

(2j∆)3
· (2j∆)2 =

|A|2|B|2

∆

∑
j≥1

1

2j
=
|A|2|B|2

∆
.

For an optimal choice, set the parameter ∆ =
⌈

(|A‖B|)1/2

|X|1/2

⌉
> 2d. Combining the

bounds from (33) and (34) and (35), it follows that∑
x

∑
y

n2(x, y)� |A| 32 |B| 32 |X| 12 . �

Proof of Theorem 6.1.5. Consider:

|X| =
∣∣∣∣{(x, a1, a2, b1, b2) : x =

g(a1, b1)− g(a2, b2)

b1 − b2
, ai, bi ∈ A

}∣∣∣∣
=
∣∣{(x, a1, a2, b1, b2) : b1x− g(a1, b1) = b2x− g(a2, b2)

}∣∣ =∑
x

∑
y

n2(x, y)� |A|3|X| 12 .

On the other hand, |X| ≥ |A|4. Hence we obtain:

|A|4 � |A|3|X| 12 , hence |X| � |A|2 . �

Corollary 7.1.6. Suppose that P = A×A is a set of |A|2 points. Let l be the y-axis.
Suppose that B(P ) is the set of all bisectors determined by P . Then |B ∩ l|� |A|2.

Proof. By a simple calculation we can see that the equation of the bisector
determined by two points (x1, y1) and (x2, y2) in the s, t plane is:

s =
2(x1 − x2)t+ (x2

2 − x2
1) + (y2

2 − y2
1)

2(y2 − y1)
.

Inserting t = 0, the hitting point has coordinate(
0,

(x2
2 − x2

1) + (y2
2 − y2

1)

2(y2 − y1)

)
.

Setting g(x, y) = −2(x2 − y2), we obtain the result by Theorem 7.1.1. �

As we mentioned, this bound is tight for some polynomials, for instance g(x, y) = x.
However, we expect that if F (x1, x2, y1, y2) is a generic rational function satisfying
the condition of the Theorem 7.1.1 we have |X|� |A|3.





CHAPTER 8

Some conjectures and future planned work

In this chapter we consider several problems and conjectures.

8.1. Sets in general position over finite fields

Recall that for a finite set P in the real plane, an ordinary line is a line passing
through exactly two points from P . As we have seen in Chapter 1, if P is a set
of n points with at most O(Kn) ordinary lines, then all but O(K) points of P
lie on some cubic curve. However, Ben Green posed a conjecture stating that the
situation is different over finite fields.

We say that a set of points P in the plane is in general position if no line meets
P in more than two points. In the literature this kind of set is called an arc.
The classification of arcs over finite fields is an active area in finite geometry and
cryptography.

There is a straightforward calculation to get an upper bound for the cardinality of
an arc over a finite field with q elements, where q is a prime power.

If P is an arc in the projective plane over Fq, then

(1) if q is even, then |P | ≤ q + 2.
(2) if q is odd, then |P | ≤ q + 1.

The proof is easy. Let P be a set with no three points on a line. Pick an arbitrary
x ∈ P . There are exactly q + 1 lines through x, and since no three points of P are
collinear, we see that |P | ≤ q+ 2 (until now it does not matter whether q is odd or
even). If q is odd, pick a point say y outside of P , for every x ∈ P there is a line

lx,y through x and y. if |A| = q + 2, then precisely (q+2)
2 of these lines meet P and

this is a contradiction (since q + 2 is odd, hence q + 2/2 is not integer).

On the other hand if q is even, then it is not hard to construct an arc with cardinality
q + 2. By Qvist’s Theorem if C is a conic, then there exists a point N , such that,
the set of tangents to C is the pencil of all lines through N . Just C take P = C∪N .

One of the most important results in finite projective geometry concerning arcs is
Segre’s Theorem [Seg55].

Theorem 8.1.1. Let q = pα be a prime power, where p is odd. If P is an arc with
cardinality |P | = q + 1, then P is described by a quadratic equation.

The following conjecture was posed by Ben Green in a conference in honor of Peter
Sarnak on his 61st Birthday1.

Conjecture 8.1.2 (Ben Green). Suppose that P is a set of points in general po-
sition over the finite field Fp, where p is a prime number. Then apart from o(p)
points, P lies on a cubic curve.

1https://www.youtube.com/watch?v=30XnS0KQz-Q
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More precisely there exists a function f : N −→ N such that f ∈ o(id) and for every
prime number p and for every subset S in F2

p with no three points on a line, there
exists a subset Sp of S with |Sp| = f(p) and the points S −Sp lie on a cubic curve.

There are some examples and results that support this conjecture. For instance
there are some curves of higher degree over Fp with no three points collinear,
however these curves over Fp are presented by some quadratic equations, and they
have completely different behaviour over the algebraic closure of Fp.

Example 8.1.3. Consider the curve C given by the equation

xpy + ypz + zpx = 0.

As we have seen in Example 2.1.21, this curve has no simple tangency, and it
was shown in [Rat87, Example 2.16] that the Galois group of C is PGL(2, p).
Since PGL(2, p) is sharply three transitive, we have p3(C) = . . . pp−1(C) = 0 and
pp+1(C) = 1

|PGL(2,p)| .

On the other hand by Fermat’s Little Theorem ap = a for all a ∈ Fp. Hence C(Fp)
is presented by the quadric curve xy + yz + zx = 0.

Example 8.1.4. Let C be the rational space curve

[x0 : x1] 7→ [xp+1
0 : xp0x1 : x0x

p
1 : xp+1

1 ].

It was shown [Rat87, Example 2.15] that C is a curve without simple tangency
and its Galois group is sharply three transitive, hence p3(C) = . . . p2p+1(C) = 0
and p2p+2(C) = 1

|G| , where G is the Galois group of C. On the other by Fermat’s

Little Theorem this curve over Fp is the same as the conic defined by [x2
0 : x0x1 :

x0x1 : x2
1] = [x2

0 : x0x1 : x2
1].

Theorem 8.1.5 (Segre). Suppose that ∆ is an arc in the projective plane P2(Fq),
where q is a prime power of an odd prime number. Then |∆| ≤ q+1. If |∆| = q+1,
then ∆ is a non-degenerate conic.

A generalization of this theorem is the following, see [HT15, Theorem 4.5].

Theorem 8.1.6. If ∆ is an arc in the projective plane over Fq where q is a prime

power of some odd prime number and |∆| ≥ q−
√
q

4 +O(1), then ∆ is contained in
a conic.

When q is a prime number, Voloch in [Vol90] found a better bound.

Theorem 8.1.7 (Voloch1990). Let p be a prime number, let δ be an arc of cardi-
nality at least 44p

45 + 8
9 in F2

p. Then δ is contained in a conic.

The following example shows that Theorem 8.1.5 does not hold if q is an even
number.

Example 8.1.8. Let q = 2m for some m, and let σ : Fq −→ Fq be the automorphism
sending x to x2e for some e ∈ N. The set{

(1, t, σ(t)) : t ∈ Fq
}
∪ {(0, 0, 1), (0, 1, 0)}

is a (q + 2, 2)-arc, whenever (e,m) = 1.

On the other hand, it is not too hard to construct an arc contained in a cubic
curve. Suppose that (E,E0) and (E′, 0′E) are two elliptic curves and φ : (E′, 0′E) −→
(E,E0) is a group homomorphism of degree 2. Then φ(E)/E is a group of order
two. For simplicity we let H = φ(E).
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Proposition 8.1.9. Let E
H = {H,x+H}. Then x + H is a set contained in E

such that no three points are collinear.

Proof. Suppose that three points p1, p2, p3 ∈ x + H are collinear, then p1 +
p2 + p3 = 0. Let pi = x + hi for i = 1, 2, 3, so x + h1 + x + h2 + x + h3 = 0.
Hence 3x = −(h1 +h2 +h3) ∈ H, in other words 3(x+H) = H and this means the
order of x + H must be a divisor of 3. However the group E

H has 2 elements and
by Lagrange’s theorem the order of x + H must be 1. Hence x ∈ H and this is a
contradiction. Hence no three points are collinear in this coset. �

We say that a finite set P of cardinality n is a k-arc (or (n, k)-arc) if no k+1 points
of P are collinear and also there exists a line containing k points. In the following
we construct a k-arc.

k-arc construction First let us to define a group structure on a curve of genus
one in the higher dimension by using co-hyperplanity. For simplicity we only focus
on space curves.

We start with a sphere in 3-space and intersect with a quadric surface. The inter-
section is a quartic curve which in general has genus one (in the smooth case). It
is possible to define a group structure, abelian, such that p + q + r + s = 0 if and
only if the 4 points p, q, r, s are coplanar.Take a point whose osculating plane has
contact order 4. There are exactly 16 complex points (in the smooth case) with
this property, and either 4 or 8 of them are real. This point will be your neutral
element o. For any two points p, q, let E be the plane passing through p, q, o. It
intersects the curve in a 4th point, call it r. Let E′ be a plane containing r and the
tangent line at o. It intersects the curve also in a 4th point (the intersection at o
counts twice). This you define as p+ q.

Now if C is an elliptic curve of degree k in the projective plane, then we can define
a group structure on C such that if k points p1, . . . pk ∈ C are collinear, then
p1 + · · ·+ pk = 0. In fact it is a consequence of the following theorem.

Theorem 8.1.10. Let C ⊂ Pn be a curve of genus one and deg(C) = k. Then

(1) k ≥ n+ 1
(2) if k > n + 1, then there exists a curve C ′ ⊂ Pk−1 and a projection map

(birational) C ′ → C.

Now we are ready to define k-arcs for arbitrary k. To do this, take a prime p not
dividing k, then take a subgroup H of index p, and then let P be a coset of H not
equal to H. The neutral element o of the group structure on C must be chosen
so that any k collinear points must be zero. With a similar argument as above we
can show that P is a k-arc. An k-arc is called complete if it is not contained in a
(k + 1)-arc. The complete k-arcs are very important structures in finite projective
geometry. The following result was proved in [HP16].

Theorem 8.1.11. Let µ denote the minimum cardinality of a complete k-arc. Then

µ ≥
√
k(k − 1)(q + 1).

For proving the completeness of the arc introduced in Proposition 8.1.9, see [Giu02].
This result motivates us to pose the following conjecture

On the other hand, by using some combinatorics, we can give a simple and short
proof for this result.
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A set of a group is sum-free set, if it contains no solution to x + y = z. It has
already shown see [DY69] and [GR05, Proposition 5.3], that if G is a finite group

and S is a sum-free subset of G, then the cardinality of S is at most |G|2 .

By considering Proposition 8.1.9, it is clear that the coset x+H is sum-free subset

of cardinality |E|2 . Hence by applying the result of preceding paragraph we conclude
that, it must be a complete arc.

Let G be a group , a subset S of G is called k-sum-free, if it has no solution to
x1 + · · ·+ xk−1 = xk.

Conjecture 8.1.12. Let G be a finite group of order n, if S is a k-sum-free subset
of G, then |S| ≤ n

k−1 .

Combining this conjecture with Construction 8.1, implies the following conjecture.

Conjecture 8.1.13. For every k ≥ 3 the k-arc defined by elliptic curves (Con-
struction 8.1) of degree k as above is complete k-arc.

8.2. Sylvester-Gallai over the complex numbers

As we have seen in Section 1.1.1 (Theorem 1.1.15) the Sylvester-Gallai Theorem
does not hold in the complex plane. Thus there are some configurations of non-
collinear points with no ordinary lines. The following conjecture is an analogue of
Theorem 3.3.2 for a finite set in the complex plane without any ordinary lines.

Conjecture 8.2.1. Let P be a set of n non collinear points in the complex plane.
If P has no ordinary lines, then P is contained in a cubic curve γ (probably three
non-concurrent lines).

Notice that by [KN73, Theorem 3.12] the condition that the lines must be non-
concurrent in the above conjecture is necessary.

Theorem 8.2.2. Let P be a finite set in C2 that is not contained in one line. If P
is contained in three concurrent lines, then P spans an ordinary line that does not
contain the common point of the three lines.

8.3. Finite subsets of the plane with many 3-rich lines

We have seen in Section 1.1 that if P is a set of n points in R2 with at least n2

6 −O(n)
3-rich lines, then all points except a few of them must lie on a cubic curve, by
Theorem 3.3.2. It is natural to state the following conjecture.

Conjecture 8.3.1. Let P be a set of n non-collinear points in R2. If P spans δn2

3-rich lines then there exists a constant δ′ (independent of n) and a cubic curve γ
such that δ′n points of P lie on γ.

A one dimensional analogue of this conjecture was studied in [GE13], see Theorem
1.1.11, where they also posed the following conjecture.

Conjecture 8.3.2. Let P be a set of points in R2 with at least δn 3-rich lines.
Then there exists a cubic curve γ, such that p ∩ γ has cardinality at least 10.

Notice that every 9 points lie on a cubic curve, thus the first non trivial case is that
10 of them lie on a cubic curve. We can simplify this conjecture as follows.

Conjecture 8.3.3. Let P be a set of n points in the plane with a quadratic number
3-rich lines. Then there exist three lines l1, l2, l3 such that P ∩ (l1 ∪ l2 ∪ l3) is a set
of 6 points with 3 3-rich lines.
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8.4. Directions over finite fields

Definition 8.4.1. Let E be a set of cardinality n in P2(Fq), define the set of
directions determined by E as

D(E) = {x− y : x, y ∈ E}
under the equivalence relation that two vectors V1, V2 are equivalent if and only if
there exists a λ ∈ Fq such that V1 = λV2.

It is natural to ask what the smallest natural number n is, such that there exists a
subset E of cardinality n in the affine plane A2(Fq), that generates all directions in
affine plane A2(Fq). In other words, since there are q directions in the affine plane
A2(Fq), this is equivalent to saying |D(E)| = q. We can see that if E is a set in
P2(Fq) that spans all directions, then |E| ≥

√
2q. Most probably such a set does

not exist. In the following we consider this question and we will pose a conjecture
concerning this.

Here we give several examples of sets of cardinality 2
√
q, that span all directions.

Notice that we can work also over projective plane P2(Fq), the only difference being
that we count the infinite (vertical) direction too.

Lemma 8.4.2. If Zq is a field with q elements. Then there exist two subsets A
and B of cardinality

√
q of Zq such that Zq = A+B.

Proof. Let A = {1, 2, 3, ...√q} and B = {√q, 2√q, 3√q, ...q} be two arith-
metic progressions, then we can see that A+B = Zq. �

Corollary 8.4.3. Let C be the union A ∪ B. Then C is a set of cardinality 2
√
q

such that C + C = Zq.

Lemma 8.4.4. Let Fq be a field with q = pn elements with n even. Then there is
a set A of cardinality 2

√
q − 1 such that A+A = Fq

Proof. Let {β1, ...βn} be a basis for Fq and define C :=
〈
β1, ...βn2

〉
and D :=<

βn
2 +1, ...βn >. Now just take A = C ∪D and so we can see A+A = Fq. �

Remark 8.4.5. Note if we want to apply the above configuration when n is odd

then we get a set A of cardinality
√
p
√
q +

√
q√
p + 1 and the cardinality depends on

p, so when we fix n and p goes to infinity we cannot get 2
√
q − 1.

The following is a well-known theorem in finite fields, see [IMP11]:

Theorem 8.4.6. Every non-collinear set of cardinality more that q + 1 in Fq de-
termines all directions in P2(Fq).

Lemma 8.4.7. Let A ⊂ Fq be a set such that A−A
A−A 6= Fq then for any x /∈ A−A

A−A we

have |A+ xA| = |A|2

Proof. Let x be such as in the assumption. Then for any a, b, c, d ∈ A we
have x 6= a−b

c−d and this means cx− dx 6= a− b or a+ dx 6= cx+ b and this implies
all sums in A+ xA are distinct. �

If A is a subset that satisfies the assumption in Lemma 8.4.7 with |A| = √q, then

for any x that is not in A−A
A−A we have A+ xA = Fq.

Note that A−A
A−A is the set of slopes of lines defined by the point set A×A in Fq.
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Corollary 8.4.8. Let A be a set of
√
q points in Fq. Then either A×A determines

all directions in the Fq or there exist an x ∈ Fq such that the set E = {(a, a2) : a ∈
A} ∪ {(b, b2) : b ∈ xA} of cardinality 2

√
q determines all directions.

Next we give some examples of sets with a few points in the finite plane that
generate all directions. The key property for these construction is that we have
several sets A and B such that A+B = Fq.

Example 8.4.9. Let E be the following set

{(0,−a) : a ∈ A} ∪ {(1, b) : b ∈ B}.

Where A and B have been chosen such that A + B = Fq. Then E is a set of
cardinality 2

√
q that spans all directions.

To do this, let v ∈ Fq. We want to find two points in E say (0,−a) and (1, b) such

that the slope of the line through these two points is v. More precisely b−(−a)
1−0 = v,

or equivalently b+ a = v. Such a and b exist by construction (A+B = Fq).

As another example consider the following.

Example 8.4.10. Let A and B satisfy A+ B = Fq Consider the parabola y = x2

and let E be the following set

{(a, a2) : a ∈ A} ∪ {(b, b2) : b ∈ B}

The direction set determined by E is the following.{
b2 − a2

b− a
: a ∈ A, b ∈ B

}
= {(a+ b) : a ∈ A, b ∈ B} = Fq

We use the following theorem to construct another example of a small set in
Fp, where p is a prime number, that determines all directions. It was proven
in [RNSW18].

Theorem 8.4.11. Let A = {1, 2, 3, . . . , λ} in Fp such that p is a prime number.

Then there exists a set B in Fp of cardinality at most 2p
λ such that AB = Fq

Example 8.4.12. Let E be a set of cardinality 3
√
q, defined as follows.

E = {(0,−b) : a ∈ B} ∪ {(a, 0) : a ∈ A−1}.

Where AB = Fp as above. Then if we consider the slopes of the lines generated

by E, we can see their slopes are b
a , and by construction they give all slopes in Fp.

In all these examples, the set E that determines all direction is a subset of a
conic (two parallel lines, parabola, two intersect line). Hence we pose the following
conjecture

Conjecture 8.4.13. If E is a set of cardinality less than c
√
q for some constant c

in finite field Fq such that |D(E)| = q + 1, then the points of E lie on a conic.

Conjecture 8.4.14. Let E be a subset of the affine (projective) plane over a finite
field Fq. Suppose that E spans all directions. Then

|E| ≥ 2
√
q.

This problem has a connection with the sum-product set type problems. Let

A = {1, 2, 3, ...,√q} ∪
{
−√q,−2

√
q, ...,−

√
q − 1

√
q
}
.
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Obviously, we have A−A = Fq. Naturally we are asking whether we can find a set
A with cardinality less than 2

√
q such that A−A = Fq?

Since we are not aware about existence or non-existence of such a construction, we
give the following conjecture.

Conjecture 8.4.15. If A is a set in the finite field Fq such that A − A = Fq,
then |A| ≥ 2

√
q.

We now give several geometric properties concerning the sets that span all directions
over a finite field Fq. Recall that if P is a set of points in the plane, an ordinary
line is a line contains exactly two points of P .

The following proposition concerns the number of ordinary lines spanned by a set
of points in the plane that generates all directions.

Proposition 8.4.16. Let E be a set of 2
√
q points in the affine plane A2(Fq) such

that E spans all directions in the affine plane. Then the number of ordinary lines
defined by E is at least cq for some constant c > 0 independent of E.

Proof. Define the set

P (E) := {(e1, e2) : (e1, e2) = (e2, e1), e1 6= e2},
and define L(E) as the distinct lines defined by E.

Let PO(E) be the set of pairs in P (E) corresponding to ordinary lines and similarly
let LO(E) be the set of ordinary lines determined by points of E. Obviously the
natural map

F : P (E) −→ L(E)

is a surjective map. Also we have a map G : PO(E) −→ LO(E) that is a one to one
correspondence between these two sets. Now consider the restriction of the map F ,

f : P (E)− PO(E) −→ L(E)− LO(E).

If l is any line in L(E)− LO(E), then since this line is not an ordinary line, there
exist at least 3 points in P (E)− PO(E) such that the line associated with them is
l. This means the restriction map is at least a three to one map, hence we have(

2
√
q

2

)
−N2 ≥ 3(q + 1−N2).

If we simplify this inequality, we obtain N2 ≥
q+
√
q+3

2 , and this completes the
proof. �

Actually in this poof we only used this fact that E is a set of points such that the
number of lines are spanned by E is of order n, where n is the cardinality of P .
Hence we have

Corollary 8.4.17. Let E be a set of n points in the plane that spans at least the
order of n2 distinct lines. Then the number of ordinary lines defined by E is at
least

n2

2
+
n+ 3

4

The following lemma concerns the maximum size of the intersection of a line in
A(Fq) with a set E of size 2

√
qffl that spans all directions.

Lemma 8.4.18. Suppose that E is a set of 2
√
q points in the affine plane A2(Fq)

that spans all directions. Suppose that l is a line in the plane containing t points
from E. Then t ≤ 3

2

√
q.
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Proof. Let l be a line that intersects E in t points. We want to show that
t ≤ 3

2

√
q. Let m be the number of points in E that do not lie on l, obviously we

have m+ t = 2
√
q. Since E spans all directions, the number of lines generated by

E must be bigger than q + 1, which implies that

tm+

(
m

2

)
> q + 1.

If we write t in term of m we obtain a polynomial of m

f(m) = −m
2

2
+ (2
√
q − 1

2
)m− (q + 1) > 0.

We would like to know for which range of m this polynomial has positive value.
The discriminant of this polynomial is ∆ = 2q − 2

√
q − 7

4 > 0, hence it has two
distinct roots say m0 and m1. Without loss of generality assume m1 > m0.

f(m) = (m−m0)(m−m1).

Notice that t ≥ 3
2

√
q if and only m ≥ 1

2

√
q. By computing the roots of this

polynomial we have for all

(2−
√

2)
√
q ≈ m0 ≤ m ≤ 2

√
q ≤ m1 ≈ (2 +

√
2)
√
q, f(m) > 0.

Hence t ≤ 3
2

√
q. �



APPENDIX A

Blaschke-Bol type problem

A.1. Sylvester-Gallai for infinite sets

In this section we consider a classical theorem in web geometry and its relation with
the results of Green and Tao in [GT13]. Before we state the theorem we consider
some examples and definitions. In this section we are using the following references
[Bla55], [GT13] and [Nil13].

There are several counterexamples to show that the Sylvester-Gallai Theorem 1.1.1
does not hold when the given set P is an infinite set. In other words Sylvester-Gallai
Theorem 1.1.1 guarantees that as long as a point set P is a finite non-collinear set,
then there exists at least one line that meets P in exactly two points. However in
the following examples we will see that when P is an infinite set, we may have the
case that every line meets P in exactly three points. For more details see [GT13,
Section 2].

Recall for a given set of points in the plane a k-rich line is a line that meets P in
exactly k points, especially, an ordinary line means a 2-rich line. First consider an
infinite set on three concurrent lines. After applying a projective transformation
we can assume these three lines are parallel lines

l1 =
{

[x1 : 0 : 1] : x1 ∈ R
}
∪
{

[1 : 0 : 0]
}

l2 =
{

[x2 : 1 : 1] : x2 ∈ R
}
∪
{

[1 : 0 : 0]
}

l3 =
{

[x3 : 2 : 1] : x3 ∈ R
}
∪
{

[1 : 0 : 0]
}
.

(36)

Observe that [x1 : 0 : 1], [x2 : 1 : 1] and [x3 : 2 : 1] are collinear if and only if
x1 + x3 = 2x2. Thus, if we consider the infinite point set

(37) P := {[n1 : 0 : 1] : n ∈ Z} ∪ {[n2 : 1 : 1] : n2 ∈ Z} ∪ {[n3 : 2 : 1] : n3 ∈ Z},

there are no ordinary lines; in fact every line joining a point in P ∩ l1 with a point
of P ∩ l2 meets a point of P ∩ l3.

There is a similar example involving three non-concurrent lines. Again, after ap-
plying a projective transformation, we may work with the lines

l1 =
{

[x : 0 : 1] : x ∈ R
}
∪
{

[1 : 0 : 0]
}
,

l2 =
{

[0 : y : 1] : y ∈ R
}
∪
{

[0 : 1 : 0]
}
,

l3 =
{

[−z : 1 : 0] : z ∈ R
}
∪
{

[1 : 0 : 0]
}
.

(38)

observe that for x, y, z ∈ R∗, three points [x : 0 : 1], [0 : y : 1] and [−z : 1 : 0] are
collinear if and only if z = x/y. Thus, if we consider the infinite point set

(39) P = {[2n : 0 : 1] : n ∈ Z} ∪ {[0 : 2m : 1] : m ∈ Z} ∪ {[2s : 1 : 0] : s ∈ Z},

79
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then again there are no lines in the plane that meet P in precisely two points.

Finally, we consider a different situation. In this example P is an infinite set with
few ordinary lines contained in a cubic curve. Consider the cuspidal singular cubic
curve γ given by the equation yz2 = x3. Removing the singular point at [0 : 1 : 0],
we may parameterise the smooth points γ∗ of this curve by {[t : t3 : 1] : t ∈ R}. It
is not too hard to see that three points [t1 : t32 : 1], [t2 : t32 : 1] and [t3 : t33 : 1] on
the curve are collinear if and only if t1 + t2 + t3 = 0. Now let P be

P = {[n : n3 : 1] : n ∈ Z}.
Then there are very few ordinary lines, indeed only those lines that are tangent to
γ at a point [n : n3 : 1] and meet γ at the second point [−2n : (−2n)3 : 1].

Again, like the configurations of finite sets with few ordinary lines (Theorem 1.1.9),
we can see that all these above examples contained in some cubic curve.

A.2. Web Geometry

A.2.1. Definition of a web. Let X be a 2 dimensional real or complex mani-
fold. A 3-web on X is given by three foliations of smooth curves in general position
(for each point p ∈ X there are exactly one curve from each family through p).
Two webs W and W ′ on X are locally equivalent at p ∈ X, if there exists a local
diffeomorphism on a neighborhood of p that exchanges them.

A 3-web is called linear if it is given by three foliations of straight lines. A web that
is equivalent to a linear web is called linearizable. A 3-web is called parallelizable if
it is equivalent to three families of parallel lines.

Definition A.2.1 (hexagonal 3 web). Suppose that Fr, Fg and Fb are three fami-
lies of red, green, and blue, lines respectively. The colouring lines form a (hexagonal)
web if there is a disk Ω satisfying the following 2 conditions:

Foliation condition: For each point A of the disk there exists exactly one
line of each colour passing through A; and the lines of different colours do
not coincide

Closure condition: Take an arbitrary point O inside the disk. Draw the
red, green, and the blue line through the point. On the red line take an
arbitrary point 1 inside the disk. Draw the green line through the point.
Suppose that the green line intersects the blue line through the point O at
a point 2. The green and the blue line through the point 2 have already
been drawn; draw the red one. The intersection point of the obtained red
line with the green line through the point O is denoted by 3. Continuing
this construction we get the points 4;5;6;7. The closure condition asserts
that if all the above points belong to the disk then 7 = 1. See Figure 1

Note that any three families Fr, Fg and Fb that satisfied only in the first condition
is called a 3-web.

Theorem A.2.2 (Chasles). Consider 6 sides and 3 diagonals-in total 9 lines-of a
Brainchon-hexagonal (Figures 2, 3.), if 8 of them are tangent to a curve of class 3,
then also the 9th is tangent.

I appreciate Josef Schicho, who translated the proof of the following theorem from
[Bla55, Page 24].

Theorem A.2.3 (Graf-Saure). A web of lines is hexagonal if and only if it is the
web of tangents to an algebraic curve of class 3.
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The dual version of this theorem is the following:

Theorem A.2.4. Suppose that a set of lines F satisfy the hexagon 3-web condition.
Then these lines form a web if and only if in some cartesian coordinate system their
coordinates satisfy a fixed equation of degree 3.

This means: Let C be a curve of class 3. Assume p is a point lying on 3 distinct
real tangent lines 1, 2, 3. to C. Then there is a neighbourhood Ω of q such that all
points q ∈ Ω lie on 3 distinct real tangents. If q moves continuously to p then all
of the these tangents through q goes to either 1, 2 or 3. This induces a partition
of the tangents to C meeting Ω in to 3 classes each lying a bundle of curves in Ω,
if Ω fulfilles convexity properties. Since any two tangents have at most one point
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in common, these bundles form a web. The theorem of Graf and Sauer says, that
each such web is hexagonal. Conversely, in a hexagonal web of lines, all lines are
tangent to a curve of class 3.

Proof. The first part of Theorem A.2.3 follows immediately: every 3-web of
tangents to a curve of class 3 is hexagonal.

If we form a Brianchon-hexagon around m, as in Figure 3, then we need to check if
the not yet drawn line through s also passes through w. But this is a consequence
of Theorem A.2.2.

Conversely, assume we have a hexagonal web. We chose a real triangle and describe
all figures Dn (here Dn means a triangle with n2 sub triangle Figure 5). First we
will prove all lines in all those figures are tangent to one and the same curve C of
class 3. If we can do that, then the proof is done, because any line in the web is a
limit of lines in some Dn and must therefore also be a tangent.

In other to prove this, first show that: The lines of a figure Dn are tangent to a
curve Cn of class 3. For n ≥ 4, Cn is uniquely determined. We first show that this
for n = 1, 2, 3, 4 and then by induction.

For n = 3 the number of lines in D3 is 9, see Figure 4, they are surely tangent of
some curve of class 3. For n = 4 we consider Figure 4. We temporary leave out a
row of triangles and consider the figure D3 in 145. Hence the lines are 9 lines of
the Brainchon-hexagon around 7. So there is 1-parameter set of curves of class 3
tangent to all lines. From this family we pick C which is also tangent to 23. This
is a linear condition on the 1-parameter, which surely can be fulfilled. With the
exception of 46 and 58 all lines in the figure are tangents.

In the Braianchon-hexagon around 9, 8 lines are tangent to C, and by Theo-
rem 1.1.10 the 9th has to be, and this is 46. Analogously 58 is a tangent as well.
So we have found one curve C4. It is unique, because 2 such curves would have 12
common tangents, which is impossible.

Now we prove the claim for Dn by induction. If we leave out a row of triangles
from Figure 5, it remains a figure Dn−1 in 145. Its lines are tangent to a curve
Cn−1 of class 3, by induction hypothesis. Let 6 be a point of the configuration
distinct from 4, 5 and its neighbours. Since n − 1 ≥ 4 such a point exists. In the
Brainchon-hexagon around 6 again 8 lines are tangent to Cn−1, hence also the 9th
and this is 23.

As above we show that the last 2 lines 47 and 58 are tangents to Cn−1. This case
is therefore tangent to all lines in Dn, hence it is the desired Cn and it is unique
because Cn−1 as already is unique. From the construction Cn−1 = Cn for n ≥ 5,
hence the claim is proven. �

More precisely Graf and Sauer proved a theorem, which in web geometry language
can be stated as follows: a linear web is parallelizable if and only if it is associ-
ated with an algebraic curve of degree 3, i.e. if its leaves are tangent lines to an
algebraic curve of degree 3 ([Bla55, page 24]). This theorem is a special case of
N.H. Abel’s classical theorem and its converse: the general Lie-Darboux-Griffiths
theorem [Gri76].

Now let P be a set of n points in the plane with few ordinary lines (it means there
are at most O(Kn) ordinary lines for some K = O(log(log(n)))). As we have seen
in 1.1 Inequality 5 ensuring that in the dual graph ΓP resembles a triangulation
when t2 is small. In other words (with some elegant combinatorial argument due
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to Green and Tao) we conclude that ΓP contains many hexagons next each other
and by applying Theorem 1.1.10, they proved most of the points of P must lie on
a cubic curve.
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[BB94] A. Bálintová and V. Bálint, On the number of circles determined by n points in the

Euclidean plane, Acta Math. Hungar. 63 (1994), no. 3, 283–289. MR 1261471
[BGS74] Stefan A. Burr, Branko Grünbaum, and N. J. A. Sloane, The orchard problem, Ge-

ometriae Dedicata 2 (1974), 397–424. MR 0337659
[BHW11] A. A. Bruen, J. W. P. Hirschfeld, and D. L. Wehlau, Cubic curves, finite geometry

and cryptography, Acta Appl. Math. 115 (2011), no. 3, 265–278. MR 2823118

[Bix06] Robert Bix, Conics and cubics, second ed., Undergraduate Texts in Mathematics,
Springer, New York, 2006, A concrete introduction to algebraic curves. MR 2242725
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revisited, Duke Math. J. 165 (2016), no. 18, 3517–3566. MR 3577370
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